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1 Introduction

1.1 Purpose

The Gartner Group defines architecture as “ The manner or structure in which hardware or
software is congtructed. It defines how a system or program is structured, how various
components and parts interact, as well as what protocols and interfaces are used for
communication and cooperation between modules and components which make up the
system.” Within this context, the System Architecture Model deliverable will describe the
components of the TRAC (Tracking Recipients Across Cdifornia)Application , their
interfaces, and the concept of execution among them (i.e., the rdaionship of the system
components).

The System Architecture Modd is aliving document and will be updated as necessary.

1.2 Objective

The System Architecture Mode deliverable describes the framework for the devel opment
of automated business processes. The objective of the document isto provide acommon
understanding of the TRAC Application. As such, the document is intended to be used as
reference for al project participants.

1.3 Scope

The scope of the System Architecture Modd ddiverable includes system architecture
reference documents, system overview, technica architecture, externd interfaces,
capacity plan, system hardware, and system software.
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2 References

The Reference Ligt subsection identifies dl interna and externa documents that are
referenced in the System Architecture Modd. The Definitions and Acronyms subsection
providesaligt of definitions and acronyms used throughout the document.

2.1 Reference List

Project and non-project references are listed below:

2.1.1 Project References

1. WDTIP Consultants Guiddines, “Acronyms List” section (most current
verson)

2. Detailed Design Specification Document (most current verson)

3. Updated Business Requirements Document (most current version)
4. Configuration Management Plan (most current version)

5. Prgect Management Plan (most current verson)

2.1.2 Non-Project References

1. MIL-STD-498, System/Subsystem Design Description (SSDD) and Interface
Design Description (IDD), December 5, 1994

2. SAWS-TA'’s System Architecture Report, Version 1.0, December 12, 1997
3. WDTIP: Implementation Advance Planning Document Update

4. DB2 for OS/390 Application Design Guiddines for High Performance, IBM
SG24-2233-00, August 1997
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2.2 Definitions and Acronyms

Thefollowing isasdected list of definitions and acronyms used within the System
Architecture Mode. The purpose of thislist isto provide aclear definition of terms used
throughout the body of the document. Standard definitions were drawn from both project
and non-project sources as listed in the Reference List subsection of this document.
Sdected project specific definitions and acronyms, as found in the WDTIP Consultants
Guidélines, have been added to thislis.

3270 & 3270 Emulation — A communication protocol between workstations and the

HHSDC. An established communication link is referred to asa“ session”. 3270 sessions
connect dedicated terminas to the HHSDC. 3270 emulation is a software driven sesson
used to connect aworkstation to the Data Center with a functiondly equivaent interface.

Agent Subroutines — Programs responsible for retrieving data from database tables and
mani pulating/formatting data as needed before displaying it on the screens.

Ar chitecture — The manner or structure in which hardware or software is constructed. It
defines how a system or program is structured, how various components and parts
interact, as well as what protocols and interfaces are used for communication and
cooperation between modules and components which make up the system.

Backup — A process of cregting a copy of aconfiguration item to prevent the loss of
work.

Common logic subroutines — Programs responsble for processing functions used by
multiple programs other than retrieving data from the database (i.e., error processing,
screen help).

DASD - Direct Access Storage Devices (DASD) attached as periphera devicesto the
mainframe compuiter.

Database — A collection of interrelated data stored together in one or more computerized
files

DB2 —DataBase 2 (DB?2) isardational database product from IBM. It operatesin a
mainframe environment with communication cgpability to many programming languages
and to other database products operating in the same or other environments.

DB2 Bufferpool — A block of memory alocated to DB2 to support the input and output
of data. Data retrieved from the database by query operationsis staged to the bufferpool
prior to delivery to the user. Subsequent requests for data are first satisfied from the
bufferpool if possible, prior to ng the data on the physical storage devices
associated with the database. Memory access is much faster than DASD access, so this
method is used primarily as a speed and efficiency enhancement to DB2.

DB2 Index - A logicd entity interna to DB2 that defines both the physical storage and
dructure of an access path within the database. Indexes exist as separate files associated
with tables. They are unique to the table with which they are defined.
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DB2 Subsystem— A sngle copy of DB2 running on the mainframe computer. Each
subsystemn has unique associ ated resources such as buffer pools and system catalogs.

DB2 Table — A logicd entity internd to DB2 that defines the sructure of a named
collection of data attributes. Tables often corrdate closdly to the entities and attributes
defined in the logicd datamodd. Tables utilize the storage space defined in tablespaces
and are contained entirely within them.

DB2 Tablespace — A logicd entity interna to DB2 that represents defined physica
storage within a database.

Function — A defined objective or characterigtic action of a system or component. For
example, asysem may have inventory control asits primary function.

Gigabyte— 1,073,741,824 bytes. A byteisaseries of bits of a particular length, usudly
8. Computer storage space is measured in bytes.

HHSDC — The Hedlth and Human Services Agency Data Center (HHSDC) isthe
location of the mainframe computers and the associated periphera devices that support
the TRAC Application.

ISAWS - Interim Statewide Automated Wefare System

LEADER — Los Angeles Eligibility, Automated Determination, Evauation and
Reporting System

Logical Entity - A named item or object that represents an operating concept as opposed
to agrictly physical thing. An example would be a database object such asa DB2 table,
which represents a collection of defined data but not the physical storage used to contain
that data

Mainframe — A computer or system of computers designed for the uninterrupted
processing of data. Mainframe computers are designed to support the requirements of
multiple users, or groups of users. The processing capacity of mainframe systems varies
within broad parameters. Specid environmental and security concerns often limit the
physical placement of these systems.

May - Indicates an item or activity gppropriate under some, but not dl, conditions, for
which there are a number of acceptable aternatives; or for which there is no professond
CoNsensus.

MV'S — Short for Multiple Virtua Storage (MVS), the operating system for older IBM
mainframes. MV S was firgt introduced in 1974 and continues to be used, though it has
been largely superseded by IBM's newer operating system, OS/390.

0S/390 - AnIBM mainframe operating system, featuring integrated MVS, UNIX, LAN,
distributed computing and application enablement services through its base e ements.
These base services enable open, distributed processing and offer a foundation for object-
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ready application development. The OS390 base includes a Communication Server that
includesVTAM, the VTAM AnyNet feature, TCP/IP and TIOC. It provides SNA (3270),
APPC, High Performance Routing, ATM support, sockets and RPC.

Peripheral Devices— Computing equipment connected by direct communication
channels to amainframe computer. Peripherd devicesinclude disk drives, tape drives
and printers.

RAID — Redundant Array of Independent (or Inexpensive) Disks (RAID) is a category of
disk drives that employ two or more drivesin combination for fault tolerance and
performance. There are anumber of different RAID leves. The three most common are
0, 3and 5:

o Level 0: Provides data striping (spreading out blocks of each file across multiple
disks) but no redundancy. Thisimproves performance but does not deliver fault
tolerance.

o Level 3: SameasLeve 0, but also reserves one dedicated disk for error
correction data. It provides good performance and some level of fault tolerance.

o Level 5: Provides data striping at the byte level and also stripe error correction
information. This results in excellent performance and good fault tolerance.

Re ect - For the purposes of this document, a disgpprova is synonymous with argect.

Referential Integrity — A set of relationships specifying a dependency between
atributesin the data modd. Referentid Integrity rules can define parent — child
relationships or require existence testing prior to an update operation. They can be
defined within the database code or within the gpplication logic that interfaces with the
database.

Shall - Indicates an item or activity is required.
Should - Indicates an item or activity is recommended.
SIS— SAWS Information System

SQL — Structured Query Language (SQL) is the programming language used to access
data stored in DB2 databases.

TCP/IP-Transmission Control Protocol/Internet Protocol (TCP/IP) isthe basic
communication language or protocol of the Internet. It can dso be used asa
communications protocal in the private networks called intranets and extranets.

VTAM - Virtud Tdecommunications Access Method (VTAM) isthe primary
communication protocol between the HHSDC mainframe and terminals connected as
either 3270 or 3270 emulation sessions.

Weélfare Data Tracking mplementation Project (WDTIP) — The officd name of the
project that is the subject of this document.
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Will - Indicates an item or activity isagod, which may or may not be attainable. See
Shdl.
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3 Project Overview

3.1 Project Definition

The WDTIP is an gpplication development project that includes overdl project
management; designing, building and testing the system; developing and executing user
training; communicating with interna and externa stakeholders, and deploying the

TRAC Application. In addition, datawill be converted from county syslemsto the

TRAC Database. It isanticipated that this conversion will entail both automated and
manua methods. Subsequent ongoing batch data loads from the counties are dso
included in the WDTIP. The scope of the project is further discussed in the Project Scope
section of this documen.

3.2 Project Purpose and Objectives

In response to the Persond Responsibility and Work Opportunity Reconciliation Act
(PRWORA) of 1996, the State of Cdlifornia passed Assembly Bill (AB) 1542. AB-1542
indtitutes the TANF program in Cdifornia and imposes wefare time limits, aswdl as

new programmétic and digibility rules. In addition to wdfare time limits, AB-1542
mandates work requirements through the CAWORKS program. As aresult of the
CaWORKSs program, county welfare departments are required to have a mechanism to
track digibility time limits, and other related data on an individua level, across counties,
and over time to comply with the tracking requirements of both State and Federd
mandates.

The purpose of the WDTIP, therefore, isto provide a communication mechanism and
centra data repository that can be accessed by al technol ogy-enabled counties and
relevant agency systemsin order to prevent welfare fraud and meet the requirements of
SAWS legidation and the TANF and CaWORKSs programs. It address the immediate
need for Federal and State Welfare Reform tracking requirements imposed by the Federa
PRWORA, AB 1542 and relevant All County Lettersissued by the Cdifornia
Department of Socia Services (CDSS).

To thisend, the objectives of the project are to satisfy the aforementioned legiddive
requirements by providing a statewide repository for welfare reform data eements and to
facilitate communication between disparate county welfare and statewide wefare-related
systems. The primary data to be collected, caculated (if necessary), and tracked for
gpplicants recipients includes.

o TANF 60-Month Clock
o CdWORKSs 60-Month Clock
o Widfare-to-Work 18/24-Month Clock
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3.3 Project Scope

The overdl objective of the WDTIP isto provide a communication mechanism and
central data repository that can be accessed by dl technol ogy-enabled counties and
relevant agency systems. In addition, it must enable counties to prevent welfare fraud
and meet the requirements of Welfare Reform. The scope of the WDTIP includes
design, congtruction, testing, and implementation of an goplication that will dlow al 58
Cdifornia counties to accuratdly track individua welfare recipient information to meet
the requirements of both State and Federd welfare reform. The project dso consgts of
the development of CICS screensto view data and gpproximately 10 operations and
management reports. A one-time conversion of county data will be required for the
initid load into the database with subsequent ongoing loads performed by counties.
Examples of datato be tracked include:

PRWORA time clock caculation
CdWORKSs time clock cdculations, including exceptions and exemptions
Diverson information

Other tracking to be defined by the WDTIP Joint Requirements Planning Workgroup
(e.g., sanctions, childcare, work participation, case participation, etc.)

00 D0 DO

The conversion of county data to populate the TRAC database will bea vital component
of the WDTIP. To thisend, the project scope includes the following converson
activities: design, development, testing and implementation of conversion programs,
incdluding, but not limited to:

Identification of required county data dementsto populate TRAC

| dentification of county file format requirements

Development of edit and error processing rules

Assgtance with the one-time initid converson

Deveopment of ongoing load requirements for county data into the TRAC
Guidance for development of extract requirements to county technica resources

000 00D

In addition, the scope of the project will include the following implementation activities:

Regiond training sessions

Regiond information sessons

County vidts as needed

Congstent and ongoing communication with stakeholders
Implementation support

0O 00D D

The scope of this project does not include:

0 Resourcesto convert county datainto a standard file for converson and ongoing data
loads
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o Assding agencies/counties with the design and development of county welfare
system screensto view TRAC data

o Deveopment or management of any changes to the Statewide Client Index (SCI)
goplication

Printed Date: 12/18/00 9:11 AM 15

Last Updated:12/13/00 2:52 PM
C\TEMP\FrontPageTempDir\System Architecture Model V7.doc



Welfare Data Tracking Implementation Project HHSDC
System Architecture Model Seniroes LpeniyDats Center

4 System Overview

In genera, system architecture is compaosed of the Technica Architecture, Application
Architecture and Business Requirements. Below is a conceptud illudtration of the system
architecture modd.

Figure 1: System Architecture Model

Business Requirements

Application Architecture

Technical
Architecture

Data Computing
Architecture Environment
External
Interface

The Technical Architecture describes the computing infrastructure of the system
including the data architecture, computing environment and externd interfaces. The data
architecture addresses the handling of data and the support of the TRAC Application
functions. The computing environment addresses the components of the system and the
relationships between those components and how they are used during the devel opment,
testing and implementation of the project. The externd interfaces describe the various
linkages between the TRAC Application to other externa systems.

The Technica Architectureis required to support the TRAC Application architecture, the
second layer of the system architecture. The Application Architecture describesthe
TRAC Application structure, common services and standards required by the TRAC
Application independent of business function.
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The outermogt layer is the Business Requirements, which provides the business context
in developing the TRAC Application.

This section will begin with a discussion of what is being built, the purpose of the system,
and the mgor business requirements that define the system. The section will dso include
abrief discusson of the phased approach in developing the TRAC Application.

4.1 What is being built?

The TRAC Application will provide acommunication mechanism and centrd data
repository that can be accessed by al State of Cdifornia counties. The system will

provide the ability to track recipient/applicant data specific to the correct calculation of

the TANF 60-month, CalWORK's 60-month, and CalWORK s 18/24-month time clocks.
Additiondly, the TRAC Application will provide non-time clock functiondity asit
currently exigsin the Pre- SAWS gpplication.

The syslem includes a central datarepository caled TRAC Database and asgnificantly
enhanced communication infrastiructure. Presently, if a county worker wants information
on an gpplicant or aclient from multiple sources, they must logon to multiple terminds or
place telephone calls to other counties, state agencies or service providers. The price of
this inefficient access to information is dow customer service, incorrect data due to re-
keying, duplication of data and increased personnd costs.

After implementation of the TRAC Application, countieswill connect viaMEDS. This
will alow access to the TRAC database for on-lineinquiry and update aswell as
providing a mechanism for access to basic dlient information by al counties,

The TRAC database is currently implemented in DB2 on an IBM ES/9000 residing at the
HHSDC. This database, coupled with the Statewide Client Index (SCI) database, will
dore information on dl welfare recipients in Cdifornia, including centrd statewide
identification (Client Identification Number), detalled individua information and
information on each client’s program involvement.

4.2 Purpose of the system

4.2.1 Why is the system being built?

The purpose for building the system is rooted in legidative mandates. The system
provides severd fundamental benefitsto Cdifornid s counties, including but not limited
to:

O

Inter- county exchange of welfare-related data

o Centrdized data repository for Statewide file clearance against SCl

o Centralized datarepository to caculate TANF and CdWORKSstime on aid
induding exceptions and exemptions

o Accessto data through pre-defined screens, batch processes, and file transfers
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4.2.2 Impact of the System on Current Business Process
The TRAC Application will directly and profoundly impact dl of the 58 Cdifornia
counties by providing asingle repogtory - TRAC - for obtaining statewide information
necessay to determine digibility. The impact can be measured in terms of :

o Subdantid time savings redized in determining digibility

o Moreaccurae digibility determinations and areduction in grant overpayments

o A reduction in welfare fraud

o More expeditious service to applicantsin need of assstance
Although the current Pre- SAWS gpplication provides a system calculated time-on-aid
field, the caculation is not currently accurate because it does not capture
exemptiong/exceptions, diverson months, work participation, and other data eements
necessary for accurate time clock caculaions. The syssem will include tablesin the
TRAC database to capture this data. Because MEDS does not carry this data, a one-time
conversion of county datawill be required to populate the TRAC tables. After
conversion, each county will send adaily batch update to the TRAC database with any
changesin saus. The system will have al the data necessary to compute the totd time
on ad for each individua wefare recipient in the State of Cdifornia
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4.3 Project Phases

The design, condruction and testing, and implementation of the TRAC Application is
based on the Systems Development Lifecycle (SDLC) methodology. The SDLC
incorporates a phased gpproach in systems implementation. The three phases are
illustrated in the figure below. Additional details on the WDTIP activities of phasesl, |1
and |1l are provided in the Project M anagement Plan ddliverable.

Figure 2: System Development Lifecycle Phases

PHASE |1
Condtruction

PHASE 111
Implementa:
& Teding

tion

43.1 Phasel

Phase | WDTIP activities will focus primarily on overdl project management, developing
project standards, updating the stakeholder communication plan, revising the business
requirements, producing the detailed design for the system, and developing the
implementation srategy. The timeframe for Phase | WDTIP activities will be from 6/1/99
to 9/30/99.

4.3.2 Phasell

Phase 1| WDTIP activitieswill focus primarily on overdl project management, building
and tegting of the system, creeting the implementation plan, and devel oping the user
training curriculum. The timeframe for Phase 11 WDTIP activitieswill be from 10/1/99 to
3/31/00.

4.3.3 Phaselll

Phase 11l WDTIP activities will focus primarily on overal project management, user
acceptance testing, county data conversions, user training, and system deployment. The
timeframe for Phase 111 WDTIP activities will be from 4/3/00 to 12/31/00.
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4.4 Major Business Requirements of the System

This section will include a summary of the business specification methodology and
bus ness requirements of the system by functiona areas. Thiswill provide further
business context for the system being built. A detailed discussion of the business
gpecification methodology, business and technicd requirementsis provided in the
Updated Business Requirements Document.

4.4.1 Approach

To accurady and completely identify the functiondity of the TRAC Application, the
WDTIP Team followed a structured gpproach. This gpproach included participants from
the WDTIP Team and Subject Matter Experts (SMEs) from the counties and other State
agencies and data sources necessary to complete the requirement identification and
vaidation.

The WDTIP Team has leveraged the work done to identify requirements during the
SAWS-TA Project. To that end, rather than completely recreeting the requirements from
scratch, the WDTIP Team reviewed the requirements documentation from SAWS-TA

and compared them against the scope of WDTIP. This advantage dlowed amore rapid
requirements validation process. The steps used in this process are digplayed on the next
page. The Updated Business Requirements Document provides more detail on each of
these steps.
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Figure 3: Business Requirements Collection Process

STEP 1: Preparation
- Gather available documentation
- Plan approach and JRP sessions

STEP 2: Conduct Joint
Requirements Planning
Sessions

- Document Initial Requirements
- Conduct JRP Sessions

- Conduct Validation Session

- Research Additional Topics

STEP 3: Document
Requirements

- Document Session Results

- Check for Completeness

- Refine Language

- Research Action Items

- Draft initial Updated Business
Requirements Document
-Conduct Deliverable Review
Process

4.4.2 Business Requirements

Business requirements detail the necessary functiondity to enable specific practices of
the users of the TRAC Application (what the TRAC Application needs to do). These
business requirements have been grouped into the functional aress listed below. Refer to
the Updated Business Requirements Document for details of these functiona
requirements.

o Functiond Requirements
- Diversgon
- TimeClocks
- Sanctions
- Initid and On-Going Data L oads
- Interface
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Additionaly, technicd requirements detail how the business requirements will be
technicaly implemented. Refer to the Updated Business Requirements Document for
details of these, and other technica requirements.

o Technicd Requirements
Screens
- Reports
- Security
- Audit Control
- Backup

4.5 Assumptions and Dependencies

The design and documentation of the System Architecture Model is based upon severd
business and technica assumptions. These assumptions have alowed system-wide design
decisions to be made that provide a common frame of reference for the components and
interfaces of the system.

Refer to the Updated Business Requirements Document, Section 5, Assumptions, for a
description of the business rdated assumptions. Among the technica assumptions made
in this document are:

o The project will be devel oped, tested, and implemented on an OS/390 compatible
mainframe computer

o Thecomputing systems of the Hedlth and Human Services Agency Data Center
(HHSDC) will be used to support the development, testing, and implementation
of the TRAC Application

o The centrd database of the TRAC Application will be implemented on IBM’s
DB2 database platform

o All database storage will be contained within the DB2 capacity of the HHSDC.
No digtributed processing incorporating the county databases will be used

o Enduserswill gain access to the TRAC Application database through CICS
transactions running on 3270 or 3270 emulation terminas

Additiona technica assumptions will be determined and documented in the Updated
Business Requirements Document by August 31, 1999.
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5 Application Architecture

The TRAC Application architecture defines the relationships and dependencies between
groups of related business processes, called functiond aress. It describes the physical
gructures and common services required by the TRAC Application to support the
functiond areas that have been identified. The definition of functionad areas begins with
the business requirements andlysis. That anayss resolves the requirements that drive the
architecture of the system.

5.1 Requirements Analysis Summary

TRAC Reguirements Analysis was completed in July 1999. The purpose of the andysis
was to vaidate and update the requirements andys's performed for the SAWS-TA
project. That project preceded the WDTIP and provides a basis for the system currently
under condruction. This subsection will briefly summarize the findings of the andyssto
provide context to the discusson on TRAC Application architecture; it is not intended to
recap the requirements analyss in this document. Complete informetion is available on
this subject in the Updated Business Requirements Document.

The figure below provides an overview of the requirements analysis process and the split
between business requirements and technical requirements.

Figure 4: Requirements Analysis Overview

WDTIP - Requirements Analysis Overview

Requirements

Analysis
N
N
Business .
Requirements Technical
q ) Requirements
Analysis .
Analysis
Functional
Requirements Technical
ABAWD Requirements
Diversion
Time Clocks General
Sanctions Screens
Initial and On-Going Reports
Data Loads Security
Interface Audit Control
Backup

There are two main components of requirements anadyss. Thefird is Busness
Requirements Analys's, which primarily focuses on identifying and defining the
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fundamentd, intringc business processes that must be embodied in the information
system to be devel oped.

The second component is Technica Requirements Analys's, which addresses
environmenta and system-related requirements. This aspect of requirements anayss
provides the framework for the TRAC Application architecture of the system.

5.1.1 Business Requirements Analysis

The Business Requirements Anadysis of the TRAC Application provides a detailed
discussion of the necessary functiondity to enable specific practices of the users of the
TRAC Application. In other words, this anadyssidentifies what the TRAC Application
must be able to do. That set of business requirements and the associated technica
requirements analysis provides the starting point for the design of the TRAC Application
architecture.

5.1.2 Technical Requirements Analysis

Technica Requirements Andysis addresses system-wide needs across the different
functiona aress of the TRAC Application. The business requirements andyss identified
what the system must do and the technica requirements define how these functions can
be accomplished. Thistype of andyssis concerned with first identifying and then
decomposing the essentiad system components that are “required” to meet the objectives
of the system. Six components have been identified as requirements to support the
functiondity of the system. Additional components may be identified during the ongoing
design of the TRAC Application.

1. Thegenerd requirements within the Technica Requirements Analyss cover a
variety of requirements such as data ownership, database software and system
access not specific to any one technica sub-section. The detalls of the generd
requirements are discussed in the Detailed Design Specification Document.

2. Screen requirements provide functiondity for developing the syssems online
interface. This requirement is supported in the Online Data Inquiry and Online
Data Update subsections of the Application Architecture section of this
document. The details of the screen layouts are discussed in the Detailed Design
Specification Document.

3. Report requirements provide functiondity for developing reports for ddivery to
the users. This requirement is supported in the Ongoing Batch Processes
subsection of the Application Architecture section of this document. The details
of the report layouts are discussed in the Detailed Design Specification
Document.

4. Security requirements provide the guiddines for regtricting and defining different
levels of accessto the TRAC Application data. This requirement is supported
through the Online Data Inquiry and Online Data Update subsection of the
Application Architecture section of this document. The details of the security
implementation in the TRAC Application are discussed in the Detailed Design
Specification Document.
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5. Audit Control provides amechanism for tracking historica information about
transactions that are processed in the TRAC Application. This requirement is
supported through the Data Architecture subsection of the Technical Architecture
section of this documen.

6. Backups provide functiondity for recovering TRAC Application data. This
requirement is supported through the Data Architecture subsection of the
Technical Architecture section of this document. The details of the backup and
recovery specifications for the TRAC Application are included in the Detailed
Design Specification Document.

5.2 Functional Subject Areas

Functiona subject areas provide an gpplication context to the technica requirements of
the system. The technical requirements andlysis deals with issues that are independent of
the specific functions required of the TRAC Application. As an example, consider that
the technical requirements of screens and security are applicable to al functiona areas of
the architecture. In order to define the specific capacities and interfaces for the system,
the application must identify the function being performed at the time the technica
component is being used.

Thefunctiond analyss activity in the WDTIP identified three primary functiona aress
within the TRAC Application architecture of the project. These areas are Ongoing Batch
Processes, Online Data Inquiry, and Online Data Update. The following figure shows the
relationship of these functiond areas to each other and to the architecture of the system as
awhole.
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Figure5: Application Architecture Functional Overview
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The TRAC Application architecture functiona overview depicts the interna application
layers of the architecture as well as the three primary functiond aress of the system. Each
of the primary functiona areas will be discussed in gregter detail within this section of

the document. The TRAC Application layers shown in the figure are common to severd
of the functions. The areas shown on thisfigure include:

o External County Interfaces. The TRAC Application will interface with each of the
58 sysemsin the State of California. All counties will supply data to the batch
load and conversion process; they will dso have access to the online interface of
the system.

o Ongoing Batch Loads Including Initial Conversion. The datain the sysemis
derived from sources in the individua counties via batch processes. Counties will
provide data in a common file formet to support theinitid converson of their
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information into the system. This same common file format and transmission
process will be used on aregular basisto provide input for the ongoing batch
loads that populate the mgority of the information stored within the system.

o Batch reporting. Batch reporting will provide static summary and detailed
information about the system in formatted outputs. Reports will be transmitted
eectronically to the counties for ingpection.

o CICSOnline Data Inquiry (Screens). Each county will be provided with online
datainquiry via CICS transactions. Access will be accomplished using elther
3270 or 3270 emulation connections between the counties and the HHSDC.

o CICSOnline Data Update (Screens). Each county will be provided with limited
online data update capability via CICS transactions. Access will be accomplished
using ether 3270 or 3270 emulation connections between counties and the
HHSDC. Data which can be modified through the county system’s batch
processes will not be updatesble online in the TRAC Application. The data that
may be updated online includes diverson, non-Cadifornia months, supportive
services only and child support reimbursement information.

o Screen (CICS) Programs. Screen programs are those programs whose function is
to display data on a screen. Online transaction support isimplemented using
custom programs written usng COBOL and CICS.

o Business Logic Programs Database access is provided to the online transactions
through a series of agent subroutines and common logic subroutines. Refer to the
Definitions and Acronyms section of this document for a definition of agent
subroutines and common logic subroutines. Batch programs may aso use these
programs for database access, but may contain custom SQL statementswhen
gopropriate to support unique requirements. All programs are written using
COBOL and SQL.

o Data Architecture. The physica implementation of the logical datamode of the
system. The databases supporting the TRAC Application are implemented in DB2
on the mainframe computer at the HHSDC.

5.2.1 Ongoing Batch Processes

The data stored in the centra database of the system is derived from sourcesin the
individua counties via baich processes. Counties will provide datain acommon file
format to support theinitia converson of their information into the database. The same
common file format and transmisson process will be used on aregular basisto provide
input for the ongoing batch loads that popul ate the mgority of the information stored
within the system.

Batch reporting will provide static summary and detailed information about the syssem in
formatted outputs. Report datawill be sent dectronically to the counties for their

ingoection.
The figure below shows the relationship between components used in this function:
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Figure 6: Ongoing Batch Processes
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The Ongoing Batch Processes diagram includes the following components:

o External County Interfaces. The TRAC Application will interface with al of the
counties in the State of Cdifornia. Counties are grouped together in one of four
consortia throughout the State. The four consortia comprise dl 58 countiesin the
gate. All countieswill supply data for the batch |oad and conversion process
through the interface that utilizes the common data format. The consortiaare
described in further detail in the External | nterfaces section of this document.

o Common Data Format. Batch transmissions from the counties to the TRAC
Application will be arranged according to a common dataformeat. Thisformat will
gpecify the minimum set of data attributes that must be supplied in order to
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interface with the TRAC Application. Detailed specifications of thisfile can be
found in the Detailed Design Specification Document.

0 Rejected Data. Batch transmissons from the counties to the TRAC Application
will be edited by the TRAC Application before being posted to the database. Data
that does not pass the edits may be returned to the originating county viathe same
transmission protocol that was utilized for the origina transmission.

o Ongoing Batch Loads Including Conversion. A series of custom batch programs
written to read the data in the common data format and load that information into
the TRAC database.

o Batch reporting. A series of custom batch programs that provide summary and
detailed information about the data contained within the system in user-defined
formatted outputs. Reports will be transmitted eectronicdly to the counties for
ingoection.

0 Report Data. The output of the batch reporting function will be files of report
data. These fileswill be transmitted back to the counties for their use viathe same
transmission process that supplies the other data files being sent between the
counties and the HHSDC.

o Business Logic Programs. Database access for the batch programs will be
provided through a combination of common logic subroutines and custom SQL.
The common logic programs are written using COBOL and SQL.

o Data Architecture. The physicad implementation of the logical data modd of the
system. The databases supporting the TRAC Application are implemented in DB2
on the mainframe computer a the HHSDC. The batch load cycle will post datato
the production TRAC database only.
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5.2.2 Online Data Inquiry

Each county will be provided with online data inquiry access to the database. This access
will be accomplished using ether 3270 or 3270 emulation connections between the
county workstations and the HHSDC. Accessto the system will be restricted with
passwords and user ID profilesthat are verified a logon to the system.

The following figure shows the relationship of components used in this function.

Figure 7: Online Data Inquiry
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The Online Data Inquiry diagram includes the following components:

o External County Interfaces. The TRAC Application will interface with al of the
counties in the State of Cadlifornia. The counties are members of organizations
caled consortia. The four consortia comprise al 58 counties in the state. The
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consortia are described in further detail in the External | nterfaces section of this
document.

o CICSOnline Data Inquiry (Screens). A series of custom CICS screens that
present TRAC dataiin aformatted manner. Users of the system will gain accessto
the TRAC Application by first logging on to the MEDS gpplication. Access
security will be provided by MEDS. No access will be alowed to the TRAC
screens without first passing MEDS logon security access.

o Screen Programs A series of custom COBOL / CICS programs (agent
subroutines) written to read the data in the database and display that information
to the users viaformatted CICS screens.

o Business Logic Programs. Database access for the online programs will be
provided through a combination of agent subroutines, common logic subroutines
and custom SQL statements. The business logic programs are written using
COBOL and SQL.

o Data Architecture. The physicd implementation of the logical datamode of the
system. The databases supporting the TRAC Application are implemented in DB2
on the mainframe computer at the HHSDC. The online inquiry gpplications will
read data from both the TRAC and SCI databases.
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5.2.3 Online Data Update

Counties will be provided with the capacity for limited online data update access to the
database. The purpose of this functiondity isto alow counties to add/update detawhich
cannot be modified through the counties batch processes. Specific details of the attributes

that can be updated will vary with the requirements of the county. Refer to the Updated
Business Requirements Document for additiona information on update requirements.

The following figure shows the relationship of components used in this function.

Figure 8: Online Data Update
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The Online Data Update diagram includes the following components:

o External County Interfaces. The TRAC Application will interface with al of the
counties in the State of Cdlifornia. The counties are members of organizations
cdled consortia. The four consortia comprise dl 58 counties in the state. The
consortia are described in further detail in the External | nterfaces section of this
document.

o CICSOnline Data Update (Screens). A series of custom CICS screens that
present TRAC datain aformatted manner. Users of the system will gain access to
the TRAC Application by first logging on to the MEDS application. Access
security will be provided by MEDS. No access will be dlowed to the TRAC
screens without first passng MEDS logon security access. Additiona security for
update transactions will be provided at the application level within the TRAC
CICS programs.

o Screen Programs. A series of custom COBOL/CICS programs written to select,
insert, update, and delete datain the database and display that information to the
users viaformaited CICS screens. Online ddete functiondlity isonly available on
alimited bass.

o Business Logic Programs Database access for the online programs will be
provided through a combination of agent subroutines, common logic subroutines
and custom SQL. The online programs are written using COBOL and SQL.

o Data Architecture. The physica implementation of the logical datamode of the
system. The databases supporting the TRAC Application are implemented in DB2
on the mainframe computer a the HHSDC. The online data update applications
will access data from both the TRAC and SCI databases. Only TRAC database
attributes will be available for update.

Printed Date: 12/18/00 9:11 AM 33 Last Updated:12/13/00 2:52 PM
C\TEMP\FrontPageTempDir\System Architecture Model V7.doc



Welfare Data Tracking Implementation Project HHSDC
System Architecture Model Seniroes LpeniyDats Center

6 Technical Architecture

The technicd architecture sets standards and direction for the types of tools, methods and
technology to be implemented in the organizations computing environments. The
architecture will describe the structure required to support different layers of the TRAC
Application architecture. Each layers architecture supports a specific function of the
system. The layers work together to provide a framework upon which the TRAC
Application can be developed, tested and implemented.

6.1 Technical Platform

The TRAC Application rests upon atechnical foundation, or platform, that is composed
of layers. The system can be separated into four component layers as shown in the
fallowing figure

Figure 9: Technical Architecture Layers
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The layers of the architecture correspond to the functiond layers described in the
Application Architecture section of this document.
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o The Connection Layer provides online accessto the TRAC Application. CICS
programs will tranamit the terminal addresses assigned to the user terminals when the
sesson is established. This layer will run on the 3270 dedicated terminals or 3270
termina emulation platforms, depending on the user.

o The Screens Layer contains custom coded applications to accessthe TRAC
Application. These screen programs are those programs whaose function is to display
data on a screen. Programs are written in COBOL and include CICS and SQL
subroutines. This layer will resde on the mainframe computer at the HHSDC.

o TheBusiness Logic Layer provides database accessto the TRAC Application
programs through a series of agent subroutines and common logic subroutines. All
programs are written in COBOL and SQL. Thislayer will resde on the mainframe
computer a the HHSDC.

o The Data Layer represents the physica implementation of the logical datamode of
the system as well as data stored on peripherd devices atached to the mainframe.
The databases supporting the TRAC Application are implemented in DB2 on the
mainframe computer a the HHSDC. Periphera storage includes direct access storage
devices (DASD) and tape devices maintained as part of the HHSDC computing
complex.
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6.2 Data Architecture

The primary function of the TRAC Application is the gathering, Sorage, and retrieval of
data. The data architecture provides a description of the characterigtics of data storage
within the system. The collection and storage of data are illustrated in the following
figure

Figure 10: Data Architecture Diagram
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The data architecture is organized into three areas, Externd Data, Data Processes and
Internal Data. These areas encompass both interna and externa data storage used by the
TRAC Application. The data files are linked by processes that act upon the data and
transform it either by location, format, content, or a combination of these factors. Each
areais described in the following paragraphs:

o External Data iscomposed of information directly under the control of the users
of the project. Included in this area are the conversion datafiles, data reected by
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the ongoing load process, report data, and data submitted through online update
transactions. The storage of the common format datain this category (dl data
except the online update transactions) is on peripheral devices of the HHSDC.
Specific details of the format and content characteristics of the conversion and
report data files can be found in the Detailed Design Specification Document.

o Data Processes are composed of gpplication programs and data utilities that
transform the stored data. Data that resdesin either the externa or internal areas
of the architecture is available to these processes via channel connection between
the mainframe and its' peripherd devices (DASD and Tape). Specifications for
the custom programs in the data processes can be found in the Detailed Design
Specification Document.

o Internal Data is composed of information directly under the control of the project.
Included in this area are the centra database and the backup datasets. The storage
of the datain this category is on periphera devices of the HHSDC. Thesefilesare
protected by the backup procedures of the Data Center to protect againgt hardware
fallures, and by the processes of the project to protect against data loss or
corruption. Specific details of the backup processes for these files can be found in
the Detailed Design Specification Document. Interna details of the storage
methods used in the implementation of the database are represented in the lower
portion of the diagram.

6.2.1 DB2 Database Implementation

The centrd database of the project isimplemented using verson 5.1 of the DB2 for
0S/390 relationa database from IBM. This database iswell understood and supported at
both the project and Data Center levels. It was chosen for the origina implementation of
the SAWS-TA system (SIS) and for the associated SCI and MEDS systems asalow risk
option to meet the database requirements of the projects.

DB2 fulfills the current requirements of the TRAC database for storage capacity,
security, and support of online transactions. It is highly scaable so that it may expand to
meet the future needs of the system as well. Capacity information describing the current
and forecast requirements of the TRAC Application can be found in the Capacity Plan
section of this documen.

In the implementation of DB2 within the project, severa decisons have been made.
These decisons affect the manner in which datais stored at a physicd level within the
database. The following points discuss these items:.

o Two subsystems are implemented to support the project. All production and
training activity islocated within the B3PD subsystem. Development, integration
test, user acceptance test, and performance testing environments share the B3TD
subsystem. This split between the environments alows the production DB2
system to be tuned for ongoing performance in routine, statewide operations and
to be isolated from any variahility in structure or work load resulting from
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development or testing activity. Training is dlocated to the B3PD subsystem so
that it can be connected to CICS regions with statewide access. The devel opment
and testing systems can only be accessed within the loca connections of the
project offices and datacenter facilities.

o Individual databases are defined to support each environment. By defining
Separate databases to support development, system / integration test, and user
acceptance test the separate environments may take advantage of unique data
storage devices. Separate databases a so provide an easy vehicle for support of
multiple versons of the database in the different environments.

o Multiple bufferpools are defined to each database. Data and Index datasets are
dlocated to separate bufferpools. Queries into the database will have a higher
probability of locating target datain segregated bufferpools than if asingle pool
of memory is used.

Two additiona bufferpools are defined to support the many reference tables of the
database. These tables are small enough to be fully loaded into the bufferpool
gpace. Once loaded, they will remain resdent as long as the DB2 subsystem
remains active (1 week under norma operating conditions).

o Tablesare defined into unique tablespaces. Tables are stored in segmented or
partitioned tablespaces. The use of tablespaces (Smple or segmented) which
contain multiple tables complicates maintenance of the database. Some DB2
utilities, such as LOAD with the REPLACE option, RECOVER, COPY, and
REORG, operate only on a tablespace or a partition. By separating tables into
individua tablespaces, maintenance operations such as data load, image copy, and
reorganization can be performed with the impact restricted to asingle table.
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6.3 Computing Environments

This section provides a description of the physical computing environments utilized by
the project for development, testing and production activities. Multiple environments are
maintained to support the different phases of the project lifecycle. The physicd
environments necessary to support the project are related to each other through shared
resourcesin the HHSDC. The five environments are depicted in the following figure.

Figure 11: Physical Computing Environments
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The diagram shows multiple environments sharing a sngle mainframe computer system.
This shared environment at the HHSDC is connected to both the project and county
offices viaa TCP/IP communication protocol. The separate environments depicted as
sharing the mainframe resources support the following activities:

o Development: This environment isthe primary vehicle for the congtruction of the
TRAC Application. It is composed of a unique DB2 database connected to one
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CICSregion. The development DB2 database is defined on the B3TD DB2
subsystem. The CICS region is connected to the online components of the SCI
and MEDS development systems.

o System/ Integration Test: Thisenvironment supports interna testing of groups of
goplications programs and the system as awhole. The environment contains DB2
and CICS components Smilar to the development environment. The DB2
database is defined on the B3TD subsystem and is connected to one CICS region.
The CICS region is unique to this environment. It provides connections for the
online components of the TRAC Application to the TRAC database and to the
SCI and MEDS development systems.

o User Acceptance Test: This environment supports user testing of groups of TRAC
Applications programs and the system as awhole. The environment contains DB2
and CICS components smilar to the systenvintegration test environment. The
DB2 database is defined on the B3TD subsystem and is connected to one CICS
region. The CICS region is unique to this environment. It provides connections
for the online components of the TRAC Application to the TRAC database and to
the SCI and MEDS acceptance test systems.

o Performance Test: Thisenvironment supports full volume stresstesting of TRAC
Application programs and the system as awhole. The environment contains DB2
and CICS components similar to the proposed production environment. The DB2
database is defined on the B3TD subsystern and is connected to one CICS region.
The CICS region is unique to this environment. It provides connections for the
online components of the TRAC Application to the TRAC database and to the
SCI and MEDS acceptance test systems.

o Training: Thisenvironment supports user training. The environment contains
DB2 and CICS components similar to the proposed production environment. The
CICS region atached to this environment will be available statewide through any
production MEDS termind. It will provide connections for the online components
of the TRAC Application to the TRAC database and to the SCl and MEDS
training and production systems respectively. The DB2 database is defined on the
B3PD subsystem.

o Production: Thisenvironment supports the find implementation of the finished
TRAC Application. It is composed of a unique DB2 database connected to CICS.
The DB2 database is defined on the B3PD subsystemn. The CICS region is unique
to this environment. It provides connections for the online components of the
TRAC Application to the TRAC database and to the SCI and MEDS systems.
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6.3.1 Computing Environment Topology

The computing environment supporting the TRAC Application development, testing, and
implementation activity of the project resdes on the computing systems maintained at
HHSDC. The Data Center operates multiple interconnected mainframe computers with
associated direct and sequentia access devices. The capacity of the Data Center is
designed to meet the combined requirements of dl client organizations. The project
offices are connected to HHSDC viaa LAN/WAN system using a TCP/IP
communication protocol.

The following figure depicts the mgor components of the physical computing
environment. The figure is generdized to gpply to dl six of the environments.
Environmenta differences will be discussed in the associated text.

Figure 12: Computing Environment Topol ogy
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The six computing environments of the project (development, system / integration test,
user acceptance test, performance stress test, training and production) share asmilar
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physica topology. Each computing environment is assembled from system components.
Those components interact with each other through interfaces. The interfaces between
components operate following rules called concepts of execution. The System
Components subsection provides a description of the mgor system components.
Interface design and concept of execution are combined in the Component I nterface
Design and Operation subtopic.

6.3.1.1 System Components

The computing environment is made up of the following mgor components. All
components are fully developed and have been implemented since project inception. The
project will not creste any new system hardware or shared software components for this
category.

o HHSDC Mainframe: Multiple interconnected ES/9000 series computers operating
under OS390 control in atightly coupled environment. Shared accessis provided
by direct VTAM communication and through TCP/IP connection to remote users.

o Peripheral Data Sorage Devices: Direct and sequentia storage devices directly
connected to the mainframe computers. DASD is operated in aredundant array at
RAID leve 5 (see Reference section of this document) to provide protection
agang hardware failure.

o Major Software Packages. Of primary importance to the TRAC are DB2 and
CICS. Both packages are described in the Softwar e section of this document. DB2
and CICS are owned by the Data Center and run on a charge back basis for the
clients of the HHSDC. System level maintenance and support for the software is
supplied by HHSDC personnd.

0 Router: A device that accepts communication sgnas from computing equipment
and forwards those signals to predefined destinations. Routers can be used to
reformat as well as redirect communications within a network.

o Modem: A device that accepts communication Sgnas from computing equipment
and converts those sgnasinto aformat compatible with telephone networks.

o Printer: A device that accepts data from computing equipment and converts that
data into printed output.

o Workstations: Persona computers, primarily Intel based, used as termindsfor the
mainframe computer. These workstations are located in both county and project
offices and provide 3270 emulation support for mainframe communication aswel
as stand done and LAN/WAN attached computing capabilities.

o Shared Servers: Large persond computers, primarily Intel based, used as
controlling and storage points on the LAN and WAN networks within the project
and county offices.

6.3.1.2 Component Interface Design and Operation

Component interfaces describes the dynamic relationship of the components. It shows
how they will interact during system operation. Included, where gpplicable, is
information showing flow of execution control, data flow, priorities anong components,
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handling of interrupts, concurrent execution, dynamic alocation/dedllocation, dynamic
cregtion/deletion of objects and exception handling.

The interfaces described here occur both within the TRAC Application and between the
TRAC Application and the county users. The interface connecting the project officesin
Sacramento to the HHSDC are essentially the same as those connecting county offices
throughout the state to the Data Center. Externd interfaces are covered in the External

| nterfaces section of this document.

o Mainframe to Workstation Interface: HHSDC mainframe to Workstation
communication will be supported by a 3270 or 3270 terminal emulation session
operating in a TCP/IP environment with a socket connection to the OS/390
operating system.

Concurrent sessions are supported through dynamic dlocation of termina 1P
addresses. All sessions are capable of two-way communication with no inherent
priority given to any individua sesson. Communication level exception
conditions are handled by the condtituent software of the communication link and
may result in the sugpension or termination of an individud sesson. Individud
sesson termination will not impact the stability of concurrent sessons using the
same protocol for connection to the TRAC Application.

HHSDC and project personne provide support for the communication interface.
L ocation determines the personnel responsible for supporting the communication
interface. Project personnd work with hardware and software located in the
project offices only. HHSDC personnel support al components located between
the project office and the HHSDC, at the HHSDC, or linking HHSDC with the
county locations.

o Databaseto TRAC Application Interface: DB2 communicetion to the TRAC
Application programs is supported by the attachment facility of DB2 itself. TRAC
Application programs requesting a data link with DB2 will establish a connection
(called athread) and transmit commands and data to the database across that
linkage.

Concurrent threads are supported to the database and by extension to the
congtituent objects within the database. All threads are capable of two-way
communication. Priority is not established among thread connection by DB2, but
access to DB2 objects may have priority assgned that will cause athread to wait
until an object becomes available. Exception conditions occurring in the
attachments may cause an individuad thread to be terminated by DB2.
Termination of asingle threed will not cause the termination of concurrent threads
to the same subsystem. Error diagnostic messages are sent to the originator of the
thread prior to termination.

HHSDC and project personnd provide support for the DB2 interface. Logicd,
rather than physical, location determines the personnel responsible for supporting
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the interface. Project personnd work to define access paths and objects within a
DB2 subsystem. Connection of the subsystem to the HHSDC mainframe
operating system and support of the thread-monitoring environment are the
respongbility of HHSDC database support personnel.
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7 Capacity Plan

7.1 Capacity Planning Overview

Capacity planning is the systemns and network management discipline that helps predict
future information technology resource needs. Capacity planning uses higtorical trends
and information on new or changing workloads to help the project avoid shortages and to
meet its service level objectives.

An effective capacity plan offers two benefits. Firgt, with a sound plan, the TRAC
Application will rarely experience poor response time, throughput, or TRAC Application
process outages due to resource shortfalls. Second, with enough lead-time, the project can
plan upgrades to capacity well ahead of the actua need, providing a smoother growth
pattern to the TRAC Application.

Capacity planning istraditionaly carried on at an enterprise level with input from key
segments of the organization. Enterprise cgpacity planning is concerned with messuring
and forecasting essential resources such as CPU, 1/O, storage, memory, and network
capacity. Physical requirements for Data Center floor space and the need for adequate
daffing are dso factorsin planning &t thislevel. The planning saff of the HHSDC
addresses dl of these issues.

7.1.1 Approach

The TRAC Application capacity plan is more narrowly focused on requirements
contained entirdly within the boundaries of the TRAC Application. This section of the
document will cover the following topics

Batch processing requirements
Online processing requirements
Data storage requirements
Backup requirements

000D

Within these subject areas, datawill be presented on the current, or basdline, status of the
system. Forecasts of future activity and growth rates are provided where available long
with an explanation of the basis for those forecasts. Selected summary informetion is
presented in this section of the document. Supporting datais organized and presented in
the Appendix section. The forecast estimates are based on the best information we have
up to date and may change over time. The forecast estimates were reviewed with
consortiatechnical staff members.

The basisfor the data presented in this section isthe existing SIS DB2 database. A batch
load process receiving daily input data from the MEDS system populates this database.
The content of the datain the existing SIS database is very Smilar tothe TRAC
Application design meking it avaid sarting point for forecasting capacity requirements.
Detalled statistica information on the storage requirements of the current system can be
found in the Appendix section of this document.
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7.1.2 DASD Pool Characteristics

Shared DASD spaceis used extensively to fulfill the requirements for sorage in the
TRAC Application. This common pool of interconnected storage devices is established
and maintained at the HHSDC. The Data Center uses redundant storage devices (RAID
level 5) to protect client data againgt loss due to failure of the device.

Automated systems running a the Data Center maintain availability of gpace on the
system. Non DB2 datasets (such as incoming flat files) that are unused for a period of
time are trandferred to offline storage (tape cartridges) in order to maintain the

availability of spacein the DASD pool. Datasets may move from DASD to tape and back
to DASD many timesin this manner. The location of the dataset is transparent to the
TRAC Application using the dataset. This process alows the clients of the Data Center,
the sponsors of this project among them, to alocate storage as needed without being
restricted by preset 9ze limits.

HHSDC personnd monitor the supply and demand for storage in this pool and will
contact the project’ s technical support group in the event of an unusua demand for
storage space.

7.2 Batch Processing Requirements

Batch processing requirements for the system include initid conversion of the county

data, ongoing load of the daily transactions from the county, transmission of data rejected
in the conversgon and load processing and report processing. Daily volumes are based
primarily on the average current volume experienced in the MEDS file processing used to
load the TRAC database. Additiond volume resulting from direct data transmitted from
the countiesis caculated as a percentage of the MEDS volume. Volumes and
assumptions are shown in the following table along with references to supporting data.

Process Forecast Volume Basis

Initid Converdon 10,700,000 individuas 100% of the data currently

of county data and associated data associated with the total count of
8 gigabytes individuasin the database

(See Appendix section, Database Column
Variability subsection)

Ongoing Load 525,000 transactions 150% of the current MEDS median
600,000,000 bytes daly volume plus 1 sandard
deviation

(See Appendix section, MEDS Daily Load
Volumes subsection)
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Process Forecast Volume Basis
Regected Datafrom | Between 12,000 and Assuming 2 to 8% faluresin the
daly load 48,000 transactions edits of incoming data. Heavier
Up to 54,000,000 bytes volumes may occur during the early
stages of system sartup.

(See Appendix section, MEDS Daily Load
Volumes subsection)

Report Processing 38,000,000 bytes Summary processing will be short,
(50 to 100K B / report). Up to 10
reports may be produced per county
per day. 38 million byteswill alow
the production of 580 50-page
reports each day. The fina design

of the reportsis expected to be less
than thisfigure, but thisfigureis

used for estimating in order to
provide a margin for growth or
unexpected volumes.

7.2.1 Batch Processing Growth

Initid Converson is aone-time event and growth estimates are not pertinent.

Forecasts for Ongoing Load volumes are expected to remain rdatively stable for the 12-
month period following implementation. Including a one sandard deviaion margin in the
origind esimate dreedy factorsin variability. Daily volumes can dso be influenced by
factors that are beyond the scope of this capacity plan (e.g., legidative policy changes
that could impact data volumes).

Regected Data and Report processing are driven by the Ongoing Load volumes and will
vary accordingly over the coming 12 months,

7.3 Online Processing Requirements

Online Inquiry and Update transaction volume is estimated as a function of the daily
transaction volumes currently measured in the system. A basdline measurement of online
activity prior to the converson of any county shows an average daily volume of 3,700
transactions. It is estimated that the TRAC Application will be expected to support
combined online inquiry and update activity equd to 20 to 40% of the average daily load
volume, or between 59,000 and 118,000 transactions per day.
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7.4 Data Storage Requirements

Data Storage requirements for the TRAC Application include DB2 defined storage to
house the centra database and sequentid file storage to support the files passing to and
from the counties. Volumes and assumptions are shown in the following table dong with
references to supporting data.

Data Type Forecast Volume Basis
DB2 33 gigabytes of aggregate DB2 datigtics
gorage including both (See Appendix section, Database
data and index space Tablespace Statistics subsection)
Ongoing Load 600,000,000 bytes 150% of the current MEDS median
Input Fles daily volume plus 1 sandard
deviation

(See Appendix section, MEDS Daily Load
Volumes subsection)

Reected Datafrom | Up to 54,000,000 bytes Assuming 2 to 8% falluresin the

daly load edits of incoming data. Heavier
volumes may occur during the early
stages of system startup.

(See Appendix section, MEDS Daily Load
Volumes subsection)

Report Processing 38,000,000 bytes Summary processing will be short,

(50 to 100K B / report). Up to 10
reports may be produced per county

7.4.1 Data Storage Growth

DB2 gtorage space is dlocated on a shared basis and is variable within the totd storage
capability of the HHSDC. The Database Support Group at that facility will be notified of
the storage requirements for the TRAC database. This TRAC Application will use avery
amall fraction of the totad DB2 defined storage available.

TRAC DB2 gorage utilization shal be monitored on an ongoing bass by the database
support personnel of the project. Database adminidration tools available on the
mainframe alow the support personnd to monitor growth in the individud tablespaces
and indexes and schedule maintenance to dter the Sizing of the objects when necessary.
At current size and load volumes, the database has shown itsdf to be extremely stable
snce itsinception. Estimates of growth for the 12-month period following

implementation range from 5 to 10% per month depending on the individud tablespace
being addressed. The apparent disparity between the daily load volume and the low
growth rate is explained by the fact that only a minority of transactions actudly resultin a
database update within our system. Of those update transactions, even fewer result in the
addition of new rows to the database, the mgjority update existing rows in place, resulting
in no change in Storage requirements.
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7.5 Backup Requirements

Backup requirements for the TRAC Application include Image Copies of the database
and sequentid file backups to support the files passing to and from the counties. Much of
the backup volume will utilize offline, or tape cartridge, Storage.

Backup Type Forecast Volume Basis
DB2 Image Copy 14 to 25 tape cartridges Current full image copy runs use 14
per day cartridges. Retention of the copies
isfor 35 days & which time the
cartridges are returned to the

library. Five percent growth over
12 months will increase the daily

requirement to 25 cartridges.
Ongoing Load 1.8 gigabyte (DASD) Asauming 3 days of online (DASD)
Input Fles 32 tape cartridges storage and 32 days on tape
cartridges for atotal of 35 days of
historica data.

(See Appendix section, MEDS Daily Load
Volumes subsection)

Reected Datafrom | Upto .1 gigabyte DASD Assauming 3 days of online (DASD)
daly load 32 tape cartridges storage and 32 days on tape
cartridges for atotal of 35 days of
historical data

(See Appendix section, MEDS Daily Load
Volumes subsection)

Report Processng Upto .1 gigabyte DASD Assuming 3 days of online (DASD)
32 tape cartridges storage and 32 days on tape
cartridges for atotal of 35 days of
historical data

7.5.1 Backup Growth

DB2 backup requirements are based on current full-image copy procedures for the TRAC
database. Any change in this procedure could reduce the requirement for tape cartridges,
but will not increase it unless the retention requirements are lengthened beyond the

current 35 days.

The depth of the backup for the sequentia files of the project is estimated at 35 days totd
retention. The backups will be accomplished usng a pushdown stacking of datasets that
will automaticaly retain the specified number of generations. Requirementsin the
Detailed Design Specification Document may result in changes to these estimates.

7.6 Computing Environment Sizing

The estimates in the preceding subsections have dl addressed the production computing
environment of the SAWS-TA gpplication. There are five other environments, each
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requiring sorage in varying amounts. The following sections will address those
requirements in relation to the production environment.

o Development: The Development region will require a scaled down copy of the
production TRAC DB2 database. Twenty-five percent of the operationa
production storage will be dlocated to support this environment. Separate
sequentid file storage will be alocated for the use of the region. Sequentid
storage will utilize shared DASD devices and will not be restricted by predefined
limits. Online transaction volumes are expected to be smdl. However, the
environment will be configured to accept production transaction volumesin both
the online and batch areas. Backup requirements for DB2 will beidentica to
those in production.

o System/Integration Test: The System/ Integration Test region will require a
scaled down copy of the production TRAC DB2 database. Fifty percent of the
operationa production storage will be alocated to support this environment.
Separate sequentid file storage will be alocated for the use of the region.
Sequentia storage will utilize shared DASD devices and will not be redtricted by
predefined limits. Online transaction volumes will vary widdy with the testing
being performed. The environment will be configured to accept production
transaction volumes in both the online and batch areas. Backup requirements for
DB2 will be identicd to those in production.

o User Acceptance Test: User acceptance test will require afull size copy of the
production TRAC DB2 gtorage. Sequentid file storage will share the production
file storage without increasing the space used. Online transaction volumes will
vary widdy with the testing being performed. The environment will be configured
to accept production transaction volumes in both the online and batch aress.
Backup requirements for DB2 will be identical to those in production.

o Performance Stress Test: Performance stress test will require afull size copy of
the production TRAC DB2 storage. Separate sequentia file storage will be
adlocated for the use of the region. Online transaction volumes will vary widely
with the testing being performed. The environment will be configured to accept
production transaction volumes in both the online and batch areas. Backup
requirements for DB2 will beidentica to thosein production.

o Training: The Training region will require ascaled down copy of the production
TRAC DB2 database. Fifty percent of the operationd production storage will be
alocated to support this environment. Separate sequentia file storage will be
dlocated for the use of the region. Sequentia storage will utilize shared DASD
devices and will not be restricted by predefined limits. Online transaction volumes
will vary widdy with the training being performed. The environment will be
configured to accept production transaction volumes in both the online and batch
areas. Backup requirements for DB2 will be identical to those in production.

o Configuration Management Requirements:. Files required to store the
controlled objects will be alocated on the shared DASD pool of the Data Center.
Asindl other files usng this pool of storage, no predefined limitations will be
Set.
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Aggregate sorage requirements for the sx computing environments will remain
relatively stable over time. HHSDC will be notified in advance when large blocks of

Storage are being alocated or released so that the shared DASD pool may be properly
managed.
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8 External Interfaces

8.1 Overview

This section will describe the interface characteristics of the systems that communicate
with the TRAC Application during each phase of itslifecycle. Each interfacing system
will be described in its own subsection. The following subsections will be covered:

o County Interfaces

- Consortium |
ISAWS, GEMS
- Consortium I
LEADER, GEARS
- Consortium 111
WCDS, TOA, Ventura
- Consortium IV
Merced, Riversde, San Bernardino, Stanidaus

o State Interfaces

- MEDS
- SCI
- SIS

The figure on the following page will illugtrate the reaionship between the externd
interfaces listed above.
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Figure 13: External Interfaces
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The following subsections will describe the current landscape of systemns that will interact
with the TRAC Application.

8.2 County Interfaces

The primary system architecturesin the existing welfare landscape are amix of SAWS
consortium automated welfare systems, and non- SAWS systems. To better define the
technical environment, and place the TRAC Application in context, each county
consortium is briefly described below. For acompletelist of al the counties and their
associated consortium, please refer to the Appendix section of this document.

8.2.1 Consortium |

The Interim Statewide Automated Wefare System (ISAWS) is now fully implemented,
and comprised of Microsoft Window clients connected to a Unisys 052200 and
MAPPER based gpplication. Utilizing the HHSDC TCP/IP frame relay network, the
|SAWS solution aso provides wide area email via Microsoft Exchange. Now in the
maintenance phase, ISAWS personnel continue to make improvements to the ISAWS
gpplication using an organized change management process. Welfare clients are
identified and added using online inquiry and update transactions to SCI. All
programmetic data changes are stored in the county systems on the central mainframes,
until they are posted to MEDS in anightly batch process. ISAWS uses aMAPPER
database and gpplication devel opment environment.

8.2.2 Consortium Il

Los Angdes County isin the midgt of implementing the Los Angdes Eligibility,
Automated Determination, Evauation and Reporting System (LEADER), while relying
on exiging legacy sysems until LEADER isfully implemented in dl didricts. LEADER
is architected with Microsoft Windows based persona computers containing the
LEADER cdlient gpplication written in PowerBuilder. Clients connect through the
UniAccess middleware to a Unisys OS2200 based application and data server. Asin
ISAWS, multiple interfaces to SCI, MEDS and other systems have been constructed.
Wdfare dlients will be identified and added using online inquiry and updeate transactions
to SCI, while al programmetic data changes are stored in the LEADER system on the
centrd mainframe, until they are posted to MEDS in a nightly batch process.

8.2.3 Consortium Il

The exiging Wdfare Case Data System (WCDYS) system is a mainframe-based batch
processing system that supports workers throughout seventeen of the eighteen WCDS
Consortium counties. Ventura County operates a separate county specific welfare system
a thistime. Eligibility Workers access the WCDS system via|BM 3270 terminas and
3270 termina emulation software running on PCs. The WCDS gpplications utilize
VSAM datafiles and COBOL programs on the host mainframe. All programmeatic data
changes are stored in the county systems until they are posted to MEDS in anightly batch
process.
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8.2.4 Consortium IV

8.2.4.1 Merced County

Merced Automated Globa Information Control System (MAGIC) is the automated
system for determining digibility and deivery of benefits for Temporary Assstance to
Needy Families (TANF), Food Stamp, Medi-Cal, Foster Care and Refugee programs.
MAGIC isan integrated, on-line digibility determination and benefit payment system

that makes use of client-server technology. MAGIC operates on athree-tiered
architecture. It is supported by an IBM mainframe (Modd 9672), a Hewlett Packard HP
9000 H60 RISC-based mini-computer, and an expert system running on independent
workgtations at the desktop leve in the Human Service Agency. Staff use Pentium-based
workstations running Windows 95 to access MAGIC.

8.2.4.2 Riverside County

The Riversde County DPSS Machine Budgeting System (MBS) is amainframe-based
batch processing system that supports workers throughout the County. Dedicated
terminas and emulation software running on PCs provide access to the County’ s shared
IBM mainframe through a Loca Area Network (LAN) for agency staff. Many of these
PCs are used to connect to the mainframe systems. The County Data Center (CDC)
provides services to DPSS in a shared computing environment utilizing an IBM 9672
CMOS R33 that provides the centralized processing capability for the County. The IBM
system is connected through 3270 terminds. The County also maintains a Tandem
EXT25 mini-computer at that site with dedicated terminas and emulators. DPSS dtaff
aso support nineteen Compaq Proliant file servers used to run the client-server
gpplications in the Adminigrative Services, Temporary Assstance and Medi-Ca
(TAMD), Socid Services, Employment Services divisons. Persond computers use either
the Microsoft Windows 3.11 or MS DOS 6.22 operating systems.

8.2.4.3 San Bernardino County

San Bernardino County operates a centralized welfare system that uses a mainframe,
dedicated terminas for on-line input and inquiry, and PC workgtations. The system is
primarily batch, with digibility workers coding input documents for key entry by data
entry gaff. The San Bernardino County Data Center maintains an IBM ES/9000
mainframe that is shared with other County agencies. The mainframe serves asthe main
data repository for cases and devotes approximately 18% of its capacity to welfare-
related processing. New Pentium |1-based file servers have recently been ingdled in

local offices. These servers have been added to the existing servers provided by the Child
Weéfare Services/Case Management System (CWS/ICMS). The County currently uses
both 486 and Pentium workstations running Windows 3.11 and 3270 emulation software.
In addition to the PCs, San Bernardino uses dedicated terminasin the digtricts to access
the County database and statewide systems.

8.2.4.4 Stanislaus County

Stanidaus County operates a centralized, mainframe-based welfare system that supports
workers throughout the County. The system is generdly batch oriented, utilizing data
entry clerksto create input files that are processed overnight. Some functiondlity is being
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migrated to run on Loca Area Networks (LANS) to support the Agency’s emphasison
becoming independent of the shared IBM ES9000 9672 mainframe. Stanidaus County
hasingaled anumber of Pentium-based servers throughout the Agency. The serverslink
amixture of 386, 486, and Pentium workstations. The PCs run the Windows 3.11
operating sysem and 3270 emulation software for mainframe access.

8.3 State Interfaces

A vaigty of gatewide sysems are integra to the current automated welfare environment,
and they include SIS, MEDS and SCI.

8.3.1 SIS

The exiging SAWS Information System (SIS) database is being modified to maintain dl
of the required data e ements necessary to address the new functiona requirements of the
TRAC Application. However, the database does not currently support county data loads
and on-going county updates. The TRAC Application will include tablesin the TRAC
database to capture new data. Because MEDS does not carry this data, a one-time
conversion of county datawill be required to populate the TRAC tables. After
conversion, each county will send adaily batch update to the TRAC database with any
changesin gatus. The system will have dl the data necessary to compute the tota time
on ad for each individua wefare recipient in the State of Cdifornia

Individud information is stored in the SIS using the Client Index Number (CIN) asa
datewide identifier. Statewide Client Index (SCI) generatesa CIN for every welfare
gpplicant in the state. The CIN is used to couple the datain the SISand SCI. The datain
the SISwere initiadly loaded from MEDS and are kept current via daily update
transactions from MEDS. Thisimplementation design tightly linksthe SISto MEDS. In
the TRAC Application, it will be necessary for the TRAC to receive deta directly from
county systems and not from MEDS,

8.3.2 MEDS

MEDS is a mainframe based system providing a single centrdized integrated VSAM file
of al TANF, Medicaly Needy, and SSI/SSP recipients (excluding unborns) in Cdifornia.
The purpose of MEDS isto facilitate the issuance of Benefit Identification Cards (BIC),
retain Medi-Cd digibility data, and control overlgpping digibility for prepaid and fee-
for-service benefits and eiminate multi- county digibility.

8.3.3 SCI

The Statewide Client Index (SCI) is a mainframe-based system utilizing a DB2 relationd
database and CICS/COBOL business and data access logic modules. SCI was developed
by DHS to provide statewide individua identification information and asingle Satewide
Client Index Number (CIN) for dl wdfare recipientsin Caifornia An enhanced version,
linked to the TRAC will be developed jointly between HHSDC, CDHS and CDSS to
provide identification of clients, adirectory of past and present system involvement for
each dlient; and a unique key for accessng client information in each system of

involvement.
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9 Hardware

This section provides ahigh level description of the internal computing components
utilized by the project. It should be noted that the project will utilize the HHSDC's
exiging hardware infrastructure and will not deliver any new hardware components.
Bdow isahigh levd illudration of the HHSDC' s current herdware infrastructure
environment:

o oo oo o

HWDC Mainframe

Router’

Router Router

() County LAN ) () SwpTiPLAN— )
N = EJ%T éﬂ
1al-in Workstation Workstation

Access

Figure 14: HHSDC's current hardware infrastructure environment

The TRAC Application will reside on the current IBM mainframe located at the HHSDC
Data Center, which uses the OS/390 operating system. The communications network will
be the current frame relay network supplied and maintained by the HHSDC.

The centrd TRAC database will resde on the HHSDC mainframe. The TRAC is
implemented on verson 5 of IBM’s DB2 relationd database for the OS/390 operding
system. Refer to the External Interfaces section of this document for a detail description
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of the TRAC. All data access programs for the TRAC Application will be written in
COBOL |1 on the OS/390 operating system. The full complement of IBM mainframe-

based tools are necessary for operations and maintenance. Refer to the Softwar e section
of this document for a detail description of dl the software tools, including IBM
mainframe- based tools utilized on the WDTIP.

Each county will access the TRAC Application ether through 3270 compliant terminas
or through persona computers using a 3270 emulation package. Smilarly, the project
team will have access to the HHSDC mainframe via 3270 terminals and PCs emulating
the 3270 protocol for development, testing and training purposes.
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10 Software

This section will contain alist of software tools that are used in support of the TRAC
Application. The software tools and the products that it produces (configuration items as
well asthe system architecture itsalf) shal be controlled based on set procedures
described in the Configuration M anagement Plan ddiverable.

The purpose of the CMP isto identify and describe the overal policies and methods for
Configuration Management (CM). The Configuration Control Board (CCB) will be the
reviewing and controlling body that exercises established processesto classfy, gpprove
or rgect, release, implement and confirm changes to agreed specifications and basdines.
Refer to the Configuration M anagement Plan ddiverable for further details about the
CCB.

10.1Workstation Software

Workstation software refersto third party supplied and custom developed software used
by project members on personal computing workstations.

10.1.1 ERwin

ERwin is a database-modding tool. ERwin will be used as the primary toal to creste the
TRAC data mode during the detail design phase of the project. The tool has many
powerful festures that let you design entity relationship models and dimensiond modes.
ERwin's most powerful fegture isits smplicity and ease of use.

10.1.2 Microsoft Outlook

Outlook is used for communicating information among team members. The
communication will bein the form of Emails. It is o used as a scheduling tool to
schedule project meetings, events and activities.

10.1.3 Microsoft Office

Microsoft Office contains a suite of software that includes MS Access, MS Word, and
MS Excd. Microsoft Officeis used for word processing, documentation and data
processing on the WDTIP Project.

10.1.4 Attachmate Extra Personal Client Version 6.5
The Attachmate Extra Persond Client Verson 6.5 software is used as the 3270 emulation
for the TRAC Application.

10.2LAN Software

LAN software refersto third party supplied and custom devel oped software used by
project members on the WDTIP LAN.
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10.2.1 IBM Book Manager
IBM Book Manager contains adl IBM related reference manuds. It is an additiond help
resource for the project team to use.

10.3Mainframe Software
Mainframe software refers to third party supplied and custom developed software used by
project members on the HHSDC mainframe.

10.3.1 COBOL-II
COBOL stands for Common Business Oriented Language. COBOL will be the host
language used in the project. It is used to communicate ingtructions to the compuiter.

10.3.2 DB2
The database for this project is DB2 version 5, release 1. The database will store dl data
elements of the TRAC Application.

10.3.3 CICS
The screen interface will be coded in CICS (Customer Information Control System)
Verson 4, release 1.

10.3.4 JCL
Users communicate with the operating system by issuing commands, or Job Control
Language (JCL). JCL will be used for compiling and executing the Jobs.

10.3.5 FILE-AID
Hle-Aid is a software tool that will be used for basic functions like Edit, Browse, and
Copy dl kind of datafiles on the mainframe.

10.3.6 ESP
ESP stands for Execution Scheduling Processor. ESP is used to schedule the order of
execution of jobs.

10.3.7 RACF
Mainframe security is managed using the Resource Access Control Fecility (RACF)
provided by IBM. Refer the Configuration M anagement Plan for details on RACF.

10.3.8 JEM
JEM gands for Job Execution Manager. It isa JCL utility tool that provides the following
primary functions.
o ScansJCL to find various problems, including syntax errors, dlocation errors,
SMSerors, IMS errors, DB2 errors, IDCAMS errors, etc.
o Displaysor print JCL ligings.
o Enforces ste-specific JCL coding standards.

Printed Date: 12/18/00 9:11 AM 60 Last Updated:12/13/00 2:52 PM
C\TEMP\FrontPageTempDir\System Architecture Model V7.doc



Welfare Data Tracking Implementation Project HHSDC
System Architecture Model Seniroes LpeniyDats Center

o Makemany kinds of changesto JCL libraries, such as adding or deleting
parameters, changing the values of existing parameters, and adding or deleting
entire JCL statements.

o Reformat JCL to site standards so that it is uniform and easy to read.

10.3.9 XPEDITER

XPEDITER isagtand-aonetool, used for the Ontline & Batch testing. The project will
use XPEDITER for the purpose of debugging programs. Thistool will help programmers
and andyds find program errorsin lesstime.

10.3.10 SUPERC

SUPERC isalBM utility used for comparing datasets. SUPERC is afast and versatile
compare program that processes two sequentia data sets, two complete partitioned data
sets (PDS), members from two PDSs, or concatenated data sets. The software can also
compare datasets of unlimited size and record lengths at the file, line, word, or byte levd.
SuperC requires only the names of the input data set. In addition, SuperC crestesa
variety of output listings that make it easy to locate data differences. Ddtalistings, long
ligings, summary ligings, and sde-by-gde line ligings are examples.

10.3.11 COMPAREX

COMPAREX/ISPF is an online interface to the COMPAREX utility. COMPAREX will
be used to compare datasets in the database. It can be used to compare any number of
records.

10.3.12 SEARCH-FOR

The Search-For utility is used to search data sets for one or more strings of data. This
utility issimilar to the ISPF/PDF "find" function but extends the search to multiple data
sets and to partitioned data sets. The utility lists the results of the search in an output data
et that you can browse. Users can use the Search-for utility to:

o Find occurrences of 1 or more strings of data.

o Search through an entire dataset or search for specific members of a partitioned
data set.

o Storeresults of the search in the data set that the users specify or in a default data
Set.

o Execute the search in Foreground or Batch mode.

10.3.13 IOF
|OF stands for Interactive Output Facility. IOF is utilized to show the output status of the
jobs submitted. It will display the status of running jobs, including job errors,

10.3.14 SAR
SAR gands for Sysout Archival and Retrievd. Like IOF, it is utilized to show the output
gtatus of the jobs submitted.
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10.3.15 JOBSCAN

JOBSCAN isutilized to scan JCL to find hundreds of different potentia problems,
including syntax errors, dlocation errors, SMS errors, IMS errors, DB2 errors, IDCAMS
errors, and many others. Its main functions include;

o Digplay or print JCL listings.

o Enforce ste-specific JCL coding standards.

o Makemany kinds of changesto JCL libraries, such as adding or deleting
parameters, changing the vaues of existing parameters, and adding or deleting
entire JCL statements.

o Reformat JCL to Site standards so that it is uniform and easy to read.

10.3.16 DB2 Tools

10.3.16.1 QMF
QMF gtands for Query Management Facility. It isaDB2 tool that utilizes an on-line
process to execute SQL statements.

10.3.16.2 SPUFI
SPUFI stands for SQL Processing Using File Input. 1t isa DB2 tool that utilizes a batch

process to execute SQL statements.

10.3.16.3 PLATINUM

Platinum Technology, Inc. has developed a suite of tools designed to aid database
adminigrators in the management of DB2 database objects in amainframe environmernt.
These tools provide a sophigticated and flexible environment for the development and
maintenance of DB2 databases. The tool suite is composed of four primary applications
and severd related utilities. Two primary applications will be used extensively within the
project, RC/Query and RC/Migrate. Refer to the Configuration M anagement Plan for
details on Platinum.
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11 Appendices

11.1 MEDS Daily Load Volumes

The current daily load volumes from the MEDS system to the SIS database daily load
application are shown in the following table. Data from the most recent two months was
selected and used in the calculation of totals and average satitics.

MEDS Daily L oad Volumesto SI SBatch L oad Process

Date Transactions Bytes Date  Transactions Bytes
7/29/99 171,517 193,642,693 6/30/99 407,789 460,393,781
7127/99 585,124 660,604,996 6/29/99 163,298 184,363,442
7/26/99 75,004 84,679,516 6/28/99 178,071 201,042,159
7124/99 26,776 30,230,104 6/25/99 306,447 345,978,663
7/23/99 384,245 433,812,605 6/24/99 108,121 122,068,609
7/22/99 631,173 712,594,317 6/23/99 286,696 323,679,784
7/21/99 74,541 84,156,789 6/22/99 158,509 178,956,661
7/20/99 345,171 389,698,059 6/21/99 171,084 193,153,836
7/19/99 375,762 424,235,298 6/18/99 321,831 363,347,199
7/16/99 431,939 487,659,131 6/17/99 207,059 233,769,611
7/15/99 376,067 424,579,643 6/16/99 455,795 514,592,555
7/114/99 226,674 255,914,946 6/15/99 420,066 474,254,514
7/13/99 257,625 290,858,625 6/14/99 220,066 248,454,514
7/12/99 196,114 221,412,706 6/11/99 349,329 394,392,441
7/09/99 267,322 301,806,538 6/10/99 425435 480,316,115
7/08/99 229571 259,185,659 6/09/99 397,643 448,938,947
7/07/99 228,446 257915534 6/08/9 469,532 530,101,628
7/06/99 338,262 381,897,798 6/07/99 269,131 303,848,899
7/02/99 188,659 212,996,011 6/04/99 202,766 228,922,814
7/01/99 159,890 180,515,810 6/03/99 270,563 305,465,627

6/02/99 340,874 384,846,746

6/01/99 367,964 415,431,356
Totals: 5569,882| 6,288,396,778 6,498,069| 7,336,319,901
Averages: 278,44 314,419,839 295,367 333,469,086
Median: 243,598 275,022,142 296,572 334,829,224
Standard.
Deviation: 158,116 178,512,698 108,359 122,336,950
Printed Date: 12/18/00 9:11 AM 63 Last Updated:12/13/00 2:52 PM

C\TEMP\FrontPageTempDir\System Architecture Model V7.doc



Welfare Data Tracking Implementation Project
System Architecture Model

HHSDC

L= 1] L}
Bervi

11.2 SIS Database Tablespace Statistics
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The current volume and storage Satistics for the database are presented in the following
chart. The volumes are listed for data stored in the DB2 tablespaces and for the index
gpaces as well. Row counts for the data and index portions of the database accompany the
gorage figures. The table is organized in aphabetical sequence by table name.

TABLESPACE & COMPONENT OBJECT SPACE STATISTICS

DSISP02 7/27/2000

Health B Human
enay [ata Cenber

TABLE  TBSPACE TABLE INDEX INDEX
SPACE KBYTES TABLE ROWS INDEX KBYTES  ROWS
SBTRXLOG 1,728] BATCH TRX_LOG 50] XBTRXLOGO 576 50
SCKPSTAT 48| CKPTCNTL_STATS 0| XCKPSTATO 48 0
SCKPTBL 48| CKPTCNTL_TABLE 0| XCKPTBLO 48 0
SEXPRRSN 288| EXCPT_PROCESS RSN 92| XEXPRRSNO 48 7
SCWKS18D 1,249.920| SIS CALWRKS 18 DTL 0] XCWKS18D0 662,400 0
SCWK S60D 1,802,830| SIS CALWRKS 60 DTL 16,005,738 X CWK S60D0 1,324,800| 16,005,738
SCHSPRMB 33,840/ SIS CHLD _SUP REIMB 0] XCHSPRMBO 25,200 0
SCINCMBA 18,720/ SIS CIN_COMB_AUDIT 119,683] XCINCMBAO 24,480 119,683
SCINCOMB 3,600| SIS CIN_COMBINATN 35,136| XCINCOMBO 1,152 35,136
SCODES 960| SIS CODES 290 XCODES % 290
SCTADPRS 288/ SIS CTY ADULT PRSN 284 XCTADPRSO 48 284
SCTYINFO 288’ SIS CTY_INFO 62| XCTYINFOO 48 62
SCTYCIN 2,833920| SIS CTYID CIN 26,659,624] XCTYCINO 1,046,830 26,659,624

XCTYCIN2 858,960| 18,218,263
SDLYRCLC 230,400] SIS DAILY RECALC 0] XDLYRCLCO 299,520 0
SERRMSG 288/ SIS ERROR_MSG 244 XERRMSGO 48 244
SEXCPFIL 714,960] SIS EXCEPTION FILE 0| XEXCPFILO 35,280 0
SINDV 5143,680| SIS INDV 10,691,291 XINDVO 414,720] 10,691,291
SNONCAP 43200 SIS NONCAPT 0| XNONCAPO 29,520 0
SPROGDIV 673,920/ SIS PGM_DIV 2| XPROGDIVO 385,920 2
SPGEXCP 1,261,440| SIS PGM_EXCPT 0| XPGEXCPO 927,360 0
SPGMTYP 288/ SIS PGM_TYPE 42| XPGMTYPO 48 a2
SPGEXRT 288| SIS PGMEX_RSN_TYPE 46| XPGEXRTO 48 46
SPGMPTTY 288[' SIS PGMPT_TYPE 323| XPGMPTTY0 48 323
SPROGPT 3,767,040| SIS PROG_PT 42,247,934 XPROGPTO 2,030,040| 42,247,934
SSCHLPT 288/ SIS SCREEN HP TYPE 321 XSCHLPTO 48 321
SSTATECD 288/ SIS STATE CD 51| XSTATECDO 48 51
SSUPSRV 57,600| SIS SUP_SRV 0| XSUPSRVO 25,200 0
STANF60D 2,073,600/ SIS TANF 60 DTL 21,540,273| XTANF60DO0 1424160] 21540273
STMCLK 806,400| SIS TIME_CLOCK 10,690,355| X TMCLKO 241,920 10,690,355
STRXNAV 288|' SIS TRX_NAVIGATION 23| XTRXNAVO 48 23
SU10G 22,320| SIS UNDERI0 GRANT 0| XU10G0 13,680 0
SUPDLOG 156,240/ SIS UPDATE _LOG 0| XUPDLOGO 48,240 0
SWTW 489,600| SIS WTW 0| XWTWO 270,720 0
Totals: 21,388,944 11,000,400
Grand Total: 32,389,344
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11.3 WDTIP Database Column Variability

The attributes of the WDTIP production database are examined on amonthly basisby a
datigtics gathering utility within DB2. The information acquired from this utility is used

by the DB2 system to define the most efficient access paths available to the data
contained in the entities of the database.

In addition to this system use, information on the content and activity within the
attributes is used by both systems analysts and database adminisirators when they are
researching characteridtics of the database. The following chart contains alisting of the
entities and attributes defined to the database. The number of unique data values stored,
or cardindity, is shown for each attribute. This measurement is often used in determining
candidate attributes for index columns, or for potting potentia trouble spotsin the
database.

WDTIP (DS SP02) DATA ELEMENT VARIABILITY
August 07, 2000

Unique ' Default
Table Name Column Name Vd_ue; Column Type| Size | Null ?| Dflt ? Valte
(Cardinality)

BATCH_TRX_LOG LAST_UPDATE_ENTITY OJCHAR 2] N N
BATCH_NUM OJCHAR 4 N N
TRX_VERSION OJCHAR 2] N N
TOTAL_REC O]INTEGER 4 N N
TOTL_REC_PROCESSED OJINTEGER 4 N N
VALID_FILE_FG OJCHAR 1] N Y
FILE_CREATED_DT OIDATE 4 N Y
LAST_UPDATED_TS OJTIMESTMP 10] N Y

CKPTCNTL_STATS JOBNAME 0|]CHAR 8] N N
STEPNAME OJCHAR 8] N N
PGMNAME OJCHAR 8] N N
JOB_START_TIME OJTIMESTMP 10] N N
JOB_END_TIME OJTIMESTMP 10] N N
RUN_TIME_SECONDS O]INTEGER 4 N N
CKPTS_TAKEN OJINTEGER 4 N N
NBR_RUNS OJSMALLINT 2] N N
INPUT_RECORDS OJINTEGER 4 N N
OUTPUT_RECORDS OJINTEGER 4 N N

CKPTCNTL_TABLE CKPTCNTL_KEY 27|CHAR 20] N N
CKPTCNTL_FREQ 1|CHAR 4 N N
CKPTCNTL_INTERNAL 1|CHAR 56] N Y

EXCPT_PROCESS RSN |EXCPT_RSN_CD 92|cHAR 3] N N
EXCPT_RSN_NAM 92|CHAR 254] N N
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Unique _ Default
Table Name Column Name Va_lueﬁ' Column Type| Size | Null ?| Dflt ? Vaue
(Cardinality)

SIS CALWRKS 18 DTL JCIN_NUM OJCHAR 9] N N
CREATED_TS O|TIMESTMP 0] Y Y
MTH_YR_CLK_1 O|DECIMAL 6] N Y
CLK_IND_1 O|CHAR 1 N 1 |-
MTH_YR_CLK_2 O|DECIMAL 6] N Y
CLK_IND_2 O|CHAR 1] N 1 |
MTH_YR_CLK_3 O|DECIMAL 6] N Y
CLK_IND_3 O|CHAR 1 N 1 |-
MTH_YR_CLK_4 O|DECIMAL 6] N Y
CLK_IND_4 0|CHAR 1] N 1 |-
MTH_YR_CLK_5 O|DECIMAL 6] N Y
CLK_IND_5 O|CHAR 1] N 1 |-
MTH_YR_CLK_6 O|DECIMAL 6] N Y
CLK_IND_6 0|CHAR 1] N 1 |-
MTH_YR_CLK_7 O|DECIMAL 6] N Y
CLK_IND_7 O|CHAR 1] N 1 |
MTH_YR_CLK_8 O|DECIMAL 6] N Y
CLK_IND_8 O|CHAR 1 N 1 |-
MTH_YR_CLK_9 O|DECIMAL 6] N Y
CLK_IND_9 0|CHAR i N R
MTH_YR_CLK_10 O|DECIMAL 6] N Y
CLK_IND_10 O|CHAR 1] N 1 |-
MTH_YR_CLK_11 O|DECIMAL 6] N Y
CLK_IND_11 0|CHAR 1] N 1 |-
MTH_YR_CLK_12 O|DECIMAL 6] N Y
CLK_IND_12 O|CHAR 1] N 1 |-
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Unique

Table Name Column Name Vdues Column Type| Size | Null ? | Dflt ? DVe;auLgt
(Cardinality)
9S CALWRKS 60 DTL  |CIN_NUM 7,950,411|CHAR 9 N N
CREATED_TS 16,005,738| TIMESTMP 10 N Y
MTH_YR_CLK_1 31|DECIMAL 6 N Y
CLK_IND_1 2]CHAR 1 N 1
MTH_YR_CLK_2 31|DECIMAL 6 N Y
CLK_IND 2 3|CHAR 1] N 1
MTH_YR_CLK_3 30|DECIMAL 6] N \%
CLK_IND_3 3|CHAR 1 N 1
MTH_YR_CLK_4 29| DECIMAL 6 N Y
CLK_IND_4 3|CHAR 1 N 1
MTH_YR CLK 5 28|DECIMAL 6] N Y
CLK_IND_5 3|cHAR i N 1
MTH_YR_CLK_6 27|DECIMAL 6 N Y
CLK_IND_6 3|CHAR 1 N 1
MTH_YR_CLK_7 26]|DECIMAL 6 N Y
CLK_IND 7 3|CHAR 1] N 1
MTH_YR_CLK_8 25|DECIMAL 6 N Y
CLK_IND_8 3|CHAR 1 N 1
MTH_YR_CLK_9 24|DECIMAL 6 N Y
CLK_IND_9 3|CHAR ] N 1
MTH_YR CLK_10 23|DECIMAL 6] N Y
CLK_IND_10 3|CHAR 1 N 1
MTH_YR_CLK_11 22|DECIMAL 6 N Y
CLK_IND_11 3|CHAR 1 N 1
MTH_YR_CLK_12 21|DECIMAL 6] N Y
CLK_IND_12 3|cHAR i N 1
SIS CHLD_SUP_REIMB CIN_NUM OJCHAR 9 N N
CREATED_TS OJTIMESTMP 10 N Y
CHILD_SUP_EFF_MTH O|DECIMAL 6 N N
LAST_UPDATE_ENTITY OJCHAR 2 N N
LAST_UPDATE_USER 0|]CHAR 12 N N
LAST_UPDATED_TS OJTIMESTMP 10 N Y
SIS CIN_COMB_AUDIT CIN_PRIMARY 33,830|CHAR 9 N N
SECNDRY_CREATED_TS 119,683|TIMESTMP 10 N Y
SECNDRY_CTY_CD 58|CHAR 2 N N
TABLE_NAME 2|CHAR 18 N N
CIN_SECONDARY 36,783|CHAR N N
SIS CIN_COMBINATN CIN_SECONDARY 35,136|CHAR N N
CIN_PRIMARY 28,145|CHAR N N
LAST_UPDATE_ENTITY 57|CHAR N N
LAST_UPDATE_USER 340|CHAR 12 N N
LAST_UPDATED_TS 35,136|TIMESTMP 10 N Y
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Unique

Table Name Column Name Vdues Column Type| Size | Null ? | Dflt ? DVe;auLgt
(Cardinality)

SIS CODES CODE_VAL 273|CHAR 8] N N
CODE_TYP 8|CHAR 0] N N
START_DT 1|DATE 4 N N
SHORT_NAM 290|CHAR 30] N N
HELP_TXT 290|CHAR 254] N Y
END_DT 1|DATE N N

SIS CTY_ADULT_PRSN CTY_CD 23|CHAR N N
ADULT_PRSN_NUM 42|CHAR 2l N N

SIS_CTY_INFO CTY_CD 62|CHAR 2l N N
CTY_NAME 62|CHAR 20l N N
EARLIEST_DATA_DT 12|DATE 4 N 1 ]0001-01-01
CTY_CONVERTED_FG 1|CHAR 1] N 1 |N
CONVERSION_OPT_IND 4|CHAR 1] N N
CIN_CTY 2|CHAR 1] N N
UNCP_FG 2|CHAR 1] N 1 |N
UDIV_FG 2]CHAR 1 N 1 |N
UCSR_FG 2|CHAR 1] N 1 |N
USSO_FG 2|CHAR 1] N 1 |N
CASE_FBU_REQ_FG 2|CHAR 1] N 1 |N
PRSN_NUM_REQ FG 2|CHAR 1] N 1 |N

SIS CTY_INFO AID_CD_REQ FG 2|CHAR i N 1 N
CONCURENT_EXCPT_FG 2|CHAR 1] N 1 |N
HWDC_ACCT_CD 62|CHAR 0] N N

SIS CTYID_CIN CIN_NUM 10,576,598|CHAR 9] N N
CTY_CD 58|CHAR 2 N N
CASE_SER_NUM 4,112,979|CHAR 71 N N
CASE_FBU_MEDS CD 38|CHAR 1] N N
PRSN_NUM 264|CHAR 2l N N
AID_CD 1|CHAR 2l N Y
LAST_UPDATE_ENTITY 59|CHAR 2 N N
LAST_UPDATE_USER 348|CHAR 12| N N
LAST_UPDATED_TS 26,659,624|TIMESTMP 0] N Y

SIS DAILY_RECALC CIN_NUM 10,576,598|CHAR 9] N N
PGM_DIV_FG O|CHAR 1] N 1 |N
NON_CA_FG O|CHAR i N 1 N
PGM_EXCPT_FG O0|CHAR 1] N 1 |N
WTW_FG O|CHAR 1] N 1 |N
PROCESS_STATUS_IND 0|CHAR 1] N Y

SIS ERROR_MSG ERROR_CD 224|CHAR 8] N N
ERROR_TXT 224|CHAR 79 N N
ERROR_DESC 224|CHAR 2001 N N
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Unique

Table Name Column Name Vaues Column Type| Size | Null ?| Dflt ? DVe;auLgt
(Cardinality)

SIS EXCEPTION_FILE CREATED_TS OJTIMESTMP 10] N Y
EXTRACT_FILE_TRANS O|CHAR 175 N Y
RECORD_NUM O|DECIMAL 10] N Y
REASON_CD O0|CHAR 3] N Y
REASON_CD_DESC O|CHAR 2541 N Y
FILE_ID OJCHAR 8] N Y

SIS INDV CIN_NUM 10,691,291|CHAR 9 N N
DOB 34,816|DATE 4 N N
PGM_DIV_FG 1|CHAR 1 N 1 |N
CALWRKS_18 MTH_FG 1|CHAR 1] N 1 |N
CALWRKS 60 MTH_FG 2|CHAR 1] N 1 N
TANF_60_MTH_FG 2|CHAR 1] N 1 |N
END_MTH_RECALC_FG 2|CHAR 1 N 1 |N
NON_CA_FG 1|CHAR 1] N 1 |N
PGM_EXCPT_FG 1|CHAR 1l N 1 |N
WTW_FG 1|CHAR 1] N 1 |N
LAST_UPDATE_ENTITY] 60|CHAR 2l N N
LAST_UPDATE_USER 352|CHAR 12| N N
LAST_UPDATED_TS 10,691,291|TIMESTMP 0] N Y

SIS NONCAPT CIN_NUM OJCHAR 9] N N
CREATED_TS OJTIMESTMP 10] N Y
STATE_CD O|CHAR 2l N N
NONCAPT_START_DT O|DATE 4 N 1 |]0001-01-01
NONCAPT_END_DT O|DATE 4 N 1 ]9999-12-31
LAST_UPDATE_ENTITY] OJCHAR N N
LAST_UPDATE_USER O|CHAR 12| N N
LAST_UPDATED_TS O|TIMESTMP 10] N Y

SIS PGM_DIV CIN_NUM 2|CHAR 9 N N
CREATED_TS 2|TIMESTMP 10] N Y
DIV_PYMT_DT 1|DATE 4 N N
PGMTYPE_CD 1|CHAR 2l N N
AID_CD 1|CHAR 2| N N
DIV_AMT 1|DECIMAL 71 N Y
DIV_COND_CD 1|CHAR 1] N Y
DIV_RSN_CD 1|cHAR 3] N 1 |ooo
DIV_START_MTH 1|DECIMAL 6] N N
DIV_END_MTH 1|DECIMAL 6] N N
DIV_PYMT_NEED_FG 1|CHAR 1] N 1 |N
DIV_TANF_MTHS 1|DECIMAL 6] N Y
DIV_CALWRKS MTHS 1|DECIMAL 6] N Y
LAST_UPDATE_ENTITY] 1|CHAR 2| N N
LAST_UPDATE_USER 1|CHAR 12| N N
LAST_UPDATED_TS 2|TIMESTMP 0] N Y
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Unique _ Default
Table Name Column Name Vdue; Column Type| Size | Null ?| Dflt ? Vaue
(Cardinality)

SIS PGM_EXCPT CIN_NUM 0|CHAR 9] N N
CREATED_TS O|TIMESTMP 10] N Y
PGMEXCPT_CD O|CHAR 2| N N
PGMEXCPT_RSN_CD O0|CHAR 3] N N
PGMEXCPT_START_DT O|DATE 4 N 1 ]0001-01-01
PGMEXCPT_END_DT OIDATE 4 N 1 [9999-12-31
PGMEXCPT_STRT_MTH O|DECIMAL 6] N N
PGMEXCPT_END_MTH O|DECIMAL 6] N N
LAST_UPDATE_ENTITY O0|CHAR 2| N N
LAST_UPDATE_USER 0|CHAR 2] N N
LAST_UPDATED_TS OJTIMESTMP 10] N Y

SIS PGM_TYPE PGMTYPE_CD 42|CHAR 2| N N
PGMTYPE_NAM 42|CHAR 10] N N
PGMTYPE_TXT 42|CHAR 2541 N N
PGMTYPE_CASH_FG 2|CHAR 1] N 1 |N
START_DT 3IDATE 4 N 1 |0001-01-01
END_DT 1|DATE 4 N 1 ]9999-12-31

SIS PGMEX_RSN_TYPE |PGMEXT_RSN_CD 46|CHAR 3] N N
START_DT 36|DATE 4 N 1 ]0001-01-01
PGMEXT_CD 5]CHAR 2] N N
PGMEXT_RSN_NAM 43|CHAR 30] N N
PGMEXT_RSN_TXT 46|CHAR 2541 N N
PGMEXT_TANF_60_FG 2|CHAR 1 N N
PGMEXT_CW_60_FG 2|CHAR 1] N N
PGMEXT_CW_1824 FG 2|CHAR 1] N N
PGMEXT_END_DT_FG 2|CHAR 1] N N
END_DT 1|DATE 4 N 1 ]9999-12-31

SIS PGMPT_TYPE AID_CD 167|CHAR 2| N N
PGMTYPE_CD 16|CHAR 2| N N
FED_STATE_ONLY_IND 3|CHAR 1] N 1 |N
START_DT 3|DATE 4 N 1 ]0001-01-01
PGMPTTYPE_TXT 323|CHAR 2541 N Y
DIV_FG 2|CHAR 1 N N
TANF_60_FG 2|CHAR 1] N 1 |N
CALWRKS 60 _FG 2]CHAR 1] N 1 |N
CALWRKS 1824 FG 2|CHAR 1] N 1 |N
END_DT 3|DATE 4 N 1 ]9999-12-31
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Table Name Column Name 338;8 ol iy Size| Null 2| Dflt ? Dl
(Cardindity)|  TYPe el

9S PROG_PT CIN_NUM 9,466,685|CHAR 9 N N
CREATED_TS 42,247 934|TIMESTMP | 10] N Y
PGMTYPE_CD 9|CHAR 2] N N
AID_CD 142|CHAR 2] N N
FED_STATE_ONLY_IND 1|CHAR 1] N 1 |N
CASE_SER_NUM 2,179,833|CHAR 71 N N
CASE_FBU_MEDS _CD 39|CHAR ] N N
PGMPT_PRSN_NUM 172|CHAR 2] N Y
PGMPT_START_DT 48|DATE 4 N 1 ]0001-01-01
PGMPT_END_DT 65|DATE 4 N 1 ]9999-12-31
PGMPT_START_MTH 1|DECIMAL 6] N Y
PGMPT_END_MTH 1|DECIMAL 6] N Y
PGM_DIS RSN_CD 1|CHAR 3] N Y
PARTICIPNT_TYPE_CD 3|CHAR 1] N 1 JA
MNR_PAR_FG 2|CHAR 1] N 1 |N
PGMPT_SYS CD 1|CHAR 4 N 1 |MEDS
SRC_MEDS SGMT_IND 41CHAR 1] N Y
LAST_UPDATE_ENTITY 61|CHAR 2] N N
LAST_UPDATE_USER 316|CHAR 12] N N
LAST_UPDATED_TS 42,247,934|TIMESTMP ] 10] N Y

SIS SCREEN_HP_TYPE HELP_MSG_CD 56|CHAR 6] N N
HELP_MSG_ROW_NUM 21|DECIMAL N N
HELP_MSG_TYPE 2|CHAR N N
HELP_MSG_TYPE_NAM 37|CHAR 25| N N
HELP_MSG_TXT 321|CHAR 80] N Y

SIS STATE_CD STATE_CD 51|CHAR 2l N N
STATE_NAM 51|CHAR 201 N N
STATE_TANF_DT 16|DATE N 1 ]0001-01-01

SIS SUP_SRV CIN_NUM O0|]CHAR N N
CREATED_TS OJTIMESTMP | 10 N Y
SUP_SRV_EFF_MTH 0|DECIMAL 6] N N
SUP_SRV_RSN_CD O|CHAR N N
EMP_STS FG 0|]CHAR N N
LAST_UPDATE_ENTITY O0|]CHAR 2] N N
LAST_UPDATE_USER OJCHAR 12] N N
LAST_UPDATED_TS OJTIMESTMP] 10] N Y
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Unique _ Default
Table Name Column Name Vdue; Column Type| Size | Null ?| Dflt ? Vaue
(Cardinality)

SIS TANF_60_DTL CIN_NUM 9,150,121|CHAR 9] N N
CREATED_TS 21,540,273|TIMESTMP 10] N Y
MTH_YR_CLK_1 44|DECIMAL 6] N Y
CLK_IND_1 2|CHAR 1 N 1 |-
MTH_YR_CLK_2 44|DECIMAL 6] N Y
CLK_IND_2 3|CHAR 1] N 1 |
MTH_YR_CLK_3 43|DECIMAL 6] N Y
CLK_IND_3 3|CHAR 1 N 1 |-
MTH_YR_CLK_4 42|DECIMAL 6] N Y
CLK_IND_4 3|CHAR 1] N 1 |-
MTH_YR_CLK_5 41|DECIMAL 6] N Y
CLK_IND_5 3|CHAR 1] N 1 |-
MTH_YR_CLK_6 40|DECIMAL 6] N Y
CLK_IND_6 3|CHAR 1] N 1 |-
MTH_YR_CLK_7 39|DECIMAL 6] N Y
CLK_IND_7 3|CHAR 1] N 1 |
MTH_YR_CLK_8 38|DECIMAL 6] N Y
CLK_IND_8 3|CHAR 1 N 1 |-
MTH_YR_CLK_9 37|DECIMAL 6] N Y
CLK_IND_9 3|CHAR i N R
MTH_YR_CLK_10 36|DECIMAL 6] N Y
CLK_IND_10 3|CHAR 1] N 1 |-
MTH_YR_CLK_11 35|DECIMAL 6] N Y
CLK_IND_11 3|CHAR 1] N 1 |-
MTH_YR_CLK_12 34|DECIMAL 6] N Y
CLK_IND_12 3|CHAR 1] N 1 |-

SIS_TIME_CLOCK CIN_NUM 10,690,355|CHAR 9 N N
CWRK_18_START_MTH 1|DECIMAL 6] N Y
CWRK_18 END_MTH 1|DECIMAL 6] N Y
CWRK_18 MTH_CLK 1|pECIMAL 2l N Y
CWRK_18_EXCPT_MTHS 1|DECIMAL 2l N Y
CWRK_60_START_MTH 32|DECIMAL 6] N Y
CWRK_60_END_MTH 1|DECIMAL 6] N Y
CWRK_60_MTH_CLK 32|DECIMAL 2| N Y
CWRK_60_EXCPT_MTHS 1|DECIMAL 2] N Y
CWRK_60_NCA_MTHS 1|DECIMAL 2l N Y
TANF_60_START_MTH 45|DECIMAL 6] N Y
TANF_60_END_MTH 1|DECIMAL 6] N Y
TANF_60_MTH_CLK 45|DECIMAL 2| N Y
TANF_60_EXCPT_MTHS 1|DECIMAL 2] N Y
TANF_60_NCA_MTHS 1|DECIMAL 2| N Y
LAST_UPDATED_TS 10,690,355|TIMESTMP 10] N Y
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Table Name Column Name Vdues Column Type| Size | Null ?| Dflt ? ID\/e;aulgt
(Cardinality)

SIS TRX_NAVIGATION TRX_CD 23|CHAR 4 N N
TRX_TYPE 1|CHAR N N
TRX_NAM 1|CHAR 25| N N
PROG_NAM 17|CHAR N N
TRX_NAVIGATION_FG 2|CHAR N 1 |Y

SIS UNDER10_GRANT CIN_NUM OJCHAR N N
CREATED_TS O|TIMESTMP 10] N Y
UNDR10GRNT_EFF_MTH O|DECIMAL 6] N N
LAST_UPDATE_ENTITY O0|CHAR 2| N N
LAST_UPDATE_USER O|CHAR 2] N N
LAST_UPDATED_TS OJTIMESTMP 10] N Y

SIS UPDATE_LOG CIN_NUM O|CHAR 9 N N
CREATED_TS O|TIMESTMP 10] N N
LOG_CREATED_TS O|TIMESTMP 0] N Y
UPDATE_TYPE O|CHAR 1] N N
UPDATED_TABLE OJCHAR 18] N N
UPDATED_COLUMN O|CHAR 18] N N
PREV_COLUMN_VALUE O|CHAR 26] N N
UPDATE_USER 0|CHAR 12| N N

SIS WTW CIN_NUM OJCHAR 9] N N
CTY_CD OJCHAR 2] N N
WRKPLAN_SIGN_DT O|DATE 4 N 1 ]0001-01-01
WTW_EXT_NUM O|DECIMAL 2| N N
CALWRKS 1824_IND O|DECIMAL 2| N N
LAST_UPDATE_ENTITY OJCHAR 2] N N
LAST_UPDATE_USER O|CHAR 12| N N
LAST_UPDATED_TS O|TIMESTMP 10] N Y
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11.411.4 Consortium List by County

County # County Name County Software Consortium
1 Alameda WCDS C-1ll
2 Alpine ISAWS C-1
3 Amador ISAWS C-1
4 Butte ISAWS C-1
5 Cdaveras ISAWS C-1
6 Colusa ISAWS C-1
7 Contra Costa WCDS C-1
8 D€ Norte ISAWS C-1
9 El Dorado ISAWS C-1
10 Fresno WCDS C-1
11 Glen ISAWS C-l
12 Humbol dt ISAWS C-1
13 Imperid ISAWS C-I
14 Inyo ISAWS C-1
15 Kern ISAWS C-l
16 Kings ISAWS C-1
17 Lake ISAWS C-1
18 Lassen ISAWS C-l
19 LosAngdes LEADER C-1l
20 Madera ISAWS C-1
21 Marin ISAWS C-1
22 Mariposa ISAWS C-1
23 Mendocino ISAWS C-1
24 Merced C-lv C-l\v
25 Modoc ISAWS C-1
26 Mono ISAWS C-l
27 Monterey ISAWS C-1
28 Napa ISAWS C-1
29 Nevada ISAWS C-1
30 Orange WCDS C-1ll
31 Placer WCDS C-11l
32 Plumas ISAWS C-1
33 Riversde C-1v Clv
34 Sacramento WCDS C-11l
35 San Benito ISAWS C-1
36 San Bernardino C-Iv Clv
37 San Diego WCDS C-1ll
38 San Francisco WCDS C-1ll
39 San Joaquin ISAWS C-1
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County # County Name County Software Consortium
40 San Luis Obispo WCDS C-1l
41 San Mateo WCDS C-1l1
42 Santa Barbara WCDS C-11l
43 Santa Clara WCDS C-1ll
44 Santa Cruz WCDS C-1l1
45 Shasta ISAWS C-I
46 Sera ISAWS C-I
47 Siskiyou ISAWS C-I
438 Solano WCDS C-111
49 Sonoma WCDS C-1l1
50 Sanidaus C-1IvV C-1v
51 Sutter ISAWS C-I
52 Tehama |SAWS C-I
53 Trinity ISAWS C-I
54 Tulare WCDS C-1l1
55 Tudlumne ISAWS C-I
56 Ventura WCDS (VACYS) C-1ll
57 Yolo WCDS C-1l1
58 Yuba ISAWS C-I
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